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#### Abstract

Vibrational scale factors were determined for the M06-2X method. The calculated scale factors were supported statistically. The main objective is to determine the concordance between frequencies. Descriptive statistics of the experimental and corrected frequencies are given. The relationship between corrected and experimental frequencies is formed by a simple linear regression method. The Concordance Correlation Coefficient determines the consistency between the two variables. It evaluates the direct relationship between X and Y variables measured under constraints. Also, the difference between the mean of the two variables was tested. All results are interpreted and presented with their graphs.


## 1. Introduction

Vibrational spectroscopy is a general technique dealing with the vibrational energy of molecules. This energy is considerably related to chemical bonds of molecules. Michelson interferometer and the Fourier algorithms played an essential role in the development of vibrational spectroscopy [1]. Three types of vibrational spectroscopy techniques are infrared (IR), Raman, and Terahertz spectroscopy. This spectroscopic technique is usually used in the broad spectrum, for instance, cosmetics, the pharmaceutical industry, food industry, biological, microbiology, and chemistry [2-4]. Infrared spectroscopy is based on infrared radiation interaction with a sample, leading to some bond vibrations, stretching, bending, rocking, scissoring, and twisting [5,6]. IR and Raman spectroscopy can be obtained by experimental methods as well as by computational chemistry methods.

In quantum chemical calculations, density functional theory (DFT) and ab-initio are the most used two methods. Both methods have advantages and disadvantages compared to each other. DFT methods have the ability about the more accurate calculations in the observable structural and electronic properties at the ground state when compared to ab-inito methods. In this stage, the main problems are the description of electron correlation, anharmonicity, and the solvation of the Schrödinger equation. To correct this error and obtain more accurate results, the calculation, tabulation, and use of the multiplicative linear
scaling factors proposed by Pople et al. have been popular in both literature and practice. Many published vibrational scale factors belong to the related calculation level in literature and the National Institute of Standards and Technology (NIST) computational chemistry comparison and benchmark database (CCCBDB) [7]. The M06-2X has been popular recently, but there is a little vibrational frequency scale factor that belongs to M06-2× (Table 1).

In this paper, 191 molecules in which their formula, name, and point group are given in Supp. Table S1 in Supplementary Information is taken into account. These molecules are separated into two groups, which are labeled as analysis molecules and test molecules. The analysis group contains 157 molecules, while test one contains 34 molecules. Mentioned molecules are optimized at M06-2X method with twenty five basis sets which are STO-3 G, 3-21 G, 3-21G*, 3-21+G, 3-21+G*, 6-31 G, 6-31 G(d), 6-31 G(d,p), 6-31+G, 6-31+G(d), 6-31+G(d,p), 6-31++G, 6$31++G(d), 6-31++G(d, p), 6-311 G, 6-311 G(d), 6-311 G(d, p), 6-$ $311+G, \quad 6-311+G(d), \quad 6-311+G(d, p), \quad 6-311++G, \quad 6-311++G(d), 6-$ $311++G(d, p)$, cc-pVDZ and aug-cc-pVDZ. The vibrational frequency corresponding to the symmetry type was recorded for each molecule in the analysis group and compared with the experimental ones. The vibrational scale factor belongs to each calculation level was derived. Then, the vibrational frequency corresponding to the symmetry type was recorded for each molecule in the test group. These frequencies are multiplied with derived scale factor. Corrected vibrational frequencies

[^0]Table 1

| Scale for values of the concordance correlation coefficient. |  |
| :--- | :--- |
| Value of $\rho_{\mathrm{c}}$ | Strength of agreement |
| $>0.99$ | Almost perfect |
| $0.95-0.98$ | Substantial |
| $0.90-0.94$ | Moderate |
| $<0.89$ | Poor |

are compared with experimental results. In this study, descriptive statistics (mean, min, max. Std. Dev.) of corrected frequencies are presented in Table 4.

Since the sample size is quite large, independent sample $t$-test was used to determine differences means of corrected and experimental variables. These tests were tested by taking $=0.05$ or $=0.01$ (margin of error), and the test results are given in Table 4. Correlation means the relationship between variables. In statistics, the coefficient showing the degree and direction of the relationship between variables is called the correlation coefficient, and the equation that determines the functional form of the relationship between variables is called the regression equation [8]. The correlation coefficient is denoted by the letter "r". If one of the variables increases, the other increases or one decreases while the other decreases, there is a positive (same direction) relationship. If one of the variables increases or decreases while the other changes in the other direction, there is a negative relation. It shows a strong correlation between variables when the coefficient $r$ is close to 1 or -1 ; being close to 0 indicates no relationship. It is expected to have a high and positive relationship between experimental and corrected frequencies. The correlation coefficient $r$ for two variables of unit $n$, such as $X$ and $Y$, is calculated by the following formula.
$r=\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{\sqrt{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2} \sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}}}$
By considering corrected frequencies as a function of experimental frequencies, the relationship between them is formed by a simple linear regression method. As a dependent variable, Y shows experimental frequencies, independent variable X shows adjusted frequencies. The simple linear equation is expressed as follows;
$Y=\beta_{0}+\beta_{1} X$
Here $\beta_{0}$ is the ordinate of the point at which the regression line intersects the Y-axis. B is the slope of the regression line or the effect of 1 -unit change in the independent variable on the dependent variable. The rate of explanation of the dependent variable of the independent variable, i.e., the percentage of change in the dependent variable, is calculated by the coefficient of certainty. In the simple linear regression equation, the ratio of certainty is the square of the correlation coefficient and is denoted by R2. This value is between 0 and 1 . The regression equation will be obtained by standardizing the experimental and correctable frequencies. In the model obtained, the coefficient $\beta_{0}$ will be 0 or very close to 0 . Therefore, we can express the model. The coefficient of determination is expected to be very close to 1 [9].

While the experimental and corrected frequencies need to be in a high relationship, it is insufficient to say the correctness factor. They must also be highly compatible. The consistency between the two variables is determined by the Lin's Concordance Correlation Coefficient (CCC). CCC evaluates the linear relationship between X and Y variables measured under constraints where the cut-off point is zero and the slope is 1 ; that is, it evaluates the distance of each pair of measurements to the line drawn at an angle of $45^{\circ}$. Accordingly, CCC $\left(\rho_{C}\right)$ is formulated as
$\rho_{C}=\frac{2 \sigma_{X Y}}{\sigma_{X}^{2}+\sigma_{Y}^{2}+\left(\mu_{X}-\mu_{Y}\right)^{2}}$

Here, $\sigma_{X Y}$ denotes the covariance between the variables, denotes the mean of variables, and denotes the variance of variables [10].

The correlation coefficient and CCC together with $C_{b}$ coefficient is a measure showing the relationship between variables. It is called the "bias correction factor" and is defined as the distance between the equality line and the line obtained from the regression equation. $C_{b}$ can also be called a measure of accuracy and takes a value between 0 and 1 ( $0<C_{b}<1$ ). $C_{b}=1$ means that there is no separation from equality. The $C_{b}$ side correction factor for the two variables is calculated as follows [11].

$$
\begin{align*}
C_{b} & =\left[\left(v+1 / v+u^{2}\right) / 2\right]^{-1} \\
v & =\frac{\sigma_{1}}{\sigma_{2}}  \tag{4}\\
u & =\left(\mu_{1}-\mu_{2}\right) / \sqrt{\sigma_{1} \sigma_{2}}
\end{align*}
$$

Here, $0<C_{b} \leq 1$ is a bias correction factor that measures how far the best-fit line deviates from the $45^{\circ}$ line (measure of accuracy). No deviation from the $45^{\circ}$ line occurs when $\mathrm{Cb}=1$. The further Cb is from 1 , the greater the deviation is from the $45^{\circ}$ line. The Pearson correlation coefficient p measures how far each observation deviated from the best-fit line (measure of precision).

## 2. Methodology

### 2.1. Computational method

In the first stage, the studied compounds were prepared in the appropriate geometry corresponding to the related point group and preoptimization calculations were performed in the UFF method [12], which is one of the molecular mechanics methods by using personel computer. Then, the related compounds are optimized at M06-2X method [13] with STO-3 G [14,15], 3-21 G [16-21], 3-21G*, 3-21+G, $3-21+G^{*}, 6-31 \mathrm{G}[22-31], 6-31 \mathrm{G}(\mathrm{d}), 6-31 \mathrm{G}(\mathrm{d}, \mathrm{p}), 6-31+\mathrm{G}, 6-31+\mathrm{G}(\mathrm{d})$, $6-31+G(d, p), 6-31++G, 6-31++G(d), 6-31++G(d, p), 6-311 G[28,29$, 32-38], 6-311 G(d), 6-311 G(d,p), 6-311+G, 6-311+G(d), 6-311+G(d, p), $6-311++G, 6-311++G(d), 6-311++G(d, p)$, cc-pVDZ [39-44] and AUG-cc-pVDZ [40,41] in gas phase by using TUBITAK TR-Grid server system. The whole structures were prepared by using GaussView 5.0.8 software program [45]. In the calculations, Gaussian IA32W-G09RevA. 02 and Gaussian AS64L-G09RevD. 01 programs were used [46,47].

Vibrational frequencies corresponding to the type of symmetry were obtained. For the data in the analysis group, the vibration scale factor (c) in each calculation level was calculated by using Eq. (5):
$c=\frac{\sum v_{i} \cdot \omega_{i}}{\sum \omega_{i}{ }^{2}}$
where $\nu_{\mathrm{i}}$ and $\omega_{\mathrm{i}}$ are experimentally observed vibrational frequencies and theoretical vibrational frequencies, respectively. The relative uncertainty ( $u_{r}$ ) of the vibration scale factor is calculated by using Eq. (6):
$u_{r}=\frac{\sum\left(\omega_{i}^{2} \cdot\left(c-\frac{v_{i}}{\omega_{i}}\right)^{2}\right)}{\sum \omega_{i}^{2}}$

### 2.2. Statistical method

In this study, it is aimed to determine the compatibility of experimental frequencies with corrected frequencies. For this purpose, all statistical analyzes and graphs were generated by using SPSS 23, Minitab 15, and Medcalc package programs.

Table 2
The compound names, formulas and point groups in the test group.

| Name | Formula | Point Group | Name | Formula | Point Group |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1,1,1-trichloroethane | $\mathrm{CH}_{3} \mathrm{CCl}_{3}$ | $\mathrm{C}_{3 \mathrm{v}}$ | Pyrazine | $\mathrm{C}_{4} \mathrm{H}_{4} \mathrm{~N}_{2}$ | $\mathrm{D}_{2 \mathrm{~h}}$ |
| Cyclopropane | $\mathrm{C}_{3} \mathrm{H}_{6}$ | $\mathrm{D}_{3 \mathrm{~h}}$ | Acetone | $\mathrm{CH}_{3} \mathrm{COCH}_{3}$ | $\mathrm{C}_{2 \mathrm{v}}$ |
| 1H-pyrazole | $\mathrm{C}_{3} \mathrm{H}_{4} \mathrm{~N}_{2}$ | $\mathrm{C}_{\text {s }}$ | 2-propane-1-ol | $\mathrm{C}_{3} \mathrm{H}_{6} \mathrm{O}$ | $\mathrm{C}_{1}$ |
| 1 H -imidazole | $\mathrm{C}_{3} \mathrm{H}_{4} \mathrm{~N}_{2}$ | $\mathrm{C}_{\text {s }}$ | Oxetane | $\mathrm{C}_{3} \mathrm{H}_{6} \mathrm{O}$ | $\mathrm{C}_{2 \mathrm{v}}$ |
| 1,3,5-triazine | $\mathrm{C}_{3} \mathrm{H}_{3} \mathrm{~N}_{3}$ | $\mathrm{D}_{3 \mathrm{~h}}$ | Methoxyacetonitrile | $\mathrm{CH}_{3} \mathrm{OCH}_{2} \mathrm{CN}$ | $\mathrm{C}_{1}$ |
| Dimethyl ether | $\mathrm{CH}_{3} \mathrm{OCH}_{3}$ | $\mathrm{C}_{2 \mathrm{v}}$ | Propane | $\mathrm{C}_{3} \mathrm{H}_{8}$ | $\mathrm{C}_{2 \mathrm{v}}$ |
| Furan | $\mathrm{C}_{4} \mathrm{H}_{4} \mathrm{O}$ | $\mathrm{C}_{2 \mathrm{v}}$ | 1,3-cyclopentadiene | $\mathrm{C}_{5} \mathrm{H}_{6}$ | $\mathrm{C}_{2 \mathrm{v}}$ |
| $\beta$-propiolactone | $\mathrm{C}_{3} \mathrm{H}_{4} \mathrm{O}_{2}$ | $\mathrm{C}_{\text {s }}$ | Cyclopropylamine | $\mathrm{C}_{3} \mathrm{H}_{7} \mathrm{~N}$ | $\mathrm{C}_{1}$ |
| Dimethyl sulfite | $\mathrm{CH}_{3} \mathrm{SCH}_{3}$ | $\mathrm{C}_{2 \mathrm{v}}$ | Pyridine | $\mathrm{C}_{5} \mathrm{H}_{5} \mathrm{~N}$ | $\mathrm{C}_{2 \mathrm{v}}$ |
| thiophene | $\mathrm{C}_{4} \mathrm{H}_{4} \mathrm{~S}$ | $\mathrm{C}_{2 \mathrm{v}}$ | 2-chloro-propane | $\mathrm{CH}_{3} \mathrm{CHClCH}_{3}$ | $\mathrm{C}_{\text {s }}$ |
| 1,3-butadiene | $\mathrm{CH}_{2} \mathrm{CHCHCH}_{2}$ | $\mathrm{C}_{2 \mathrm{~h}}$ | 1,2-dichloro-propane | $\mathrm{CH}_{2} \mathrm{ClCHClCH}_{3}$ | $\mathrm{C}_{1}$ |
| Cyclobutane | $\mathrm{C}_{4} \mathrm{H}_{6}$ | $\mathrm{C}_{2 \mathrm{v}}$ | Benzene | $\mathrm{C}_{6} \mathrm{H}_{6}$ | $\mathrm{D}_{6}$ |
| Methylene Cyclopropane | $\mathrm{C}_{4} \mathrm{H}_{6}$ | $\mathrm{C}_{2 \mathrm{v}}$ | 3-chloro-1-butene | $\mathrm{CH}_{2} \mathrm{CHCHClCH}_{3}$ | $\mathrm{C}_{1}$ |
| Pyrole | $\mathrm{C}_{4} \mathrm{H}_{5} \mathrm{~N}$ | $\mathrm{C}_{2 \mathrm{v}}$ | Spiropentane | $\mathrm{C}_{5} \mathrm{H}_{8}$ | $\mathrm{D}_{2 \mathrm{~d}}$ |
| Cyclopropanecarbonitrile | $\mathrm{C}_{4} \mathrm{H}_{5} \mathrm{~N}$ | $\mathrm{C}_{\text {s }}$ | Trimethylamine | $\mathrm{N}\left(\mathrm{CH}_{3}\right)_{3}$ | $\mathrm{C}_{3 \mathrm{v}}$ |
| Pyridazine | $\mathrm{C}_{4} \mathrm{H}_{4} \mathrm{~N}_{2}$ | $\mathrm{C}_{2 \mathrm{v}}$ | 2-methyl-propanal | $\mathrm{CHOCH}\left(\mathrm{CH}_{3}\right) \mathrm{CH}_{3}$ | $\mathrm{C}_{\text {s }}$ |
| 1,3-diazine | $\mathrm{C}_{4} \mathrm{H}_{4} \mathrm{~N}_{2}$ | $\mathrm{C}_{2 \mathrm{v}}$ | Butane | $\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{CH}_{2} \mathrm{CH}_{3}$ | $\mathrm{C}_{2 \mathrm{~h}}$ |

The following steps have been taken to accomplish the purpose of the project:
The compounds in the analysis group are optimized by considering their point group, and frequency assignments are performed.
The scale factor and relative uncertainty are derived.
The mentioned molecules in the test group are optimized, and their calculated frequencies are revised using the derived scale factor.
The reliability of the obtained results is compared statistically, and it is decided whether the derived scale factor is suitable.

Table 3
The calculated scale factor (c) and relative uncertainty (ur) of the related basis set at M06-2X method.

| Basis Set | $c$ | $u_{\mathrm{r}}$ | Basis Set | $c$ | $u_{\mathrm{r}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 3-21G | 0.9664 | 0.0616 | $6-31++\mathrm{G}(\mathrm{d}, \mathrm{p})$ | 0.9509 | 0.0512 |
| 3-21G* | 0.9601 | 0.0525 | $6-311 \mathrm{G}$ | 0.9685 | 0.0593 |
| $3-21+\mathrm{G}$ | 0.9710 | 0.0687 | $6-311 \mathrm{G}(\mathrm{d})$ | 0.9540 | 0.0372 |
| $3-21+\mathrm{G}(\mathrm{d})$ | 0.9666 | 0.0602 | $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})$ | 0.9553 | 0.0401 |
| $6-31 \mathrm{G}$ | 0.9600 | 0.0606 | $6-311+\mathrm{G}$ | 0.9707 | 0.0620 |
| $6-31 \mathrm{G}(\mathrm{d})$ | 0.9496 | 0.0397 | $6-311+\mathrm{G}(\mathrm{d})$ | 0.9567 | 0.0421 |
| $6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})$ | 0.9509 | 0.0382 | $6-311+\mathrm{G}(\mathrm{d}, \mathrm{p})$ | 0.9569 | 0.0369 |
| $6-31+\mathrm{G}$ | 0.9651 | 0.0620 | $6-311++\mathrm{G}$ | 0.9703 | 0.0626 |
| $6-31+\mathrm{G}(\mathrm{d})$ | 0.9529 | 0.0360 | $6-311++\mathrm{G}(\mathrm{d})$ | 0.9559 | 0.0363 |
| $6-31+\mathrm{G}(\mathrm{d}, \mathrm{p})$ | 0.9522 | 0.0439 | $6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ | 0.9567 | 0.0371 |
| $6-31++\mathrm{G}$ | 0.9656 | 0.0616 | cc-pVDZ | 0.9575 | 0.0463 |
| $6-31++\mathrm{G}(\mathrm{d})$ | 0.9502 | 0.0489 | aug-cc-pVDZ | 0.9594 | 0.0701 |

## 3. Results and discussion

The studied compounds and their experimentally vibrational frequencies are taken from the Computational Chemistry Comparison and Benchmark Database and the NIST Chemistry Webbook [7]. One hundred ninety-one compounds are taken into consideration in this project. Additionally, 824 frequency values are used in the calculation of scale
factors, while 799 frequencies are used in determining the reliability of the derived scale factors' results. The analysis and test compounds name and point group of them are given in Supp. Table S1 and Table 2, respectively.

### 3.1. Computational investigations in analyses and test groups

The related molecules in the analysis group are optimized at the M06-2X method with the mentioned basis set. The point group is taken into consideration in the optimization step, and no imaginary frequencies are observed in the IR spectrum. The harmonic frequencies are calculated and compared with their experimental ones. The scale factor (c) and relative uncertainty ( $u_{\mathrm{r}}$ ) are calculated by using Eq. (1) and (2), respectively. The obtained results are given in Table 3. The harmonic frequencies in the analysis group are given in Supp. Table S2-S25.

The frequencies of compounds in the test group are scale by using a derived scale factor. The related equation is given as follow:

Corrected Frequency $=$ Calculated Frequency $x c$
The experimental frequency and corrected frequency of related molecules in the test group is given in Supp. Table S26-S49. According to obtained results, experimental and corrected frequencies are considerably agreement with each other. For all that, the compromise between

Table 4
Descriptive statistics of corrected values obtained for all basis sets and independent sample $t$-test results.

| Basis Set | Variable | Mean | St. <br> Dev | Minimum | Maximum | $\mathrm{P}$ <br> (Sig.) | Basis Set | Variable | Mean | St. Dev | Minimum | Maximum | $\mathrm{P}$ <br> (Sig.) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3-21 g | Corrected | 1487.7 | 937.8 | 85.3 | 3535.7 | 0.702 | $6-31++g(d,$ <br> p) | Corrected | 1451 | 925 | 40.2 | 3725.2 | 0.742 |
| 3-21 g(d) | Corrected | 1477.8 | 931.8 | 84.7 | 3512.7 | 0.833 | 6-311(g) | Corrected | 1486.2 | 938.8 | 38.3 | 3642.8 | 0.666 |
| 3-21+g | Corrected | 1487.9 | 940 | 55.4 | 3544.4 | 0.660 | 6-311 g(d) | Corrected | 1458 | 924.7 | 47.6 | 3704.5 | 0.859 |
| 3-21+gd | Corrected | 1482.2 | 934.2 | 55.2 | 3528.3 | 0.729 | 6-311 g(d,p) | Corrected | 1455.5 | 923.6 | 60.8 | 3752.5 | 0.816 |
| 6-31 g | Corrected | 1482.3 | 939.4 | 36.1 | 3600.3 | 0.759 | $6-311+g$ | Corrected | 1486.2 | 939.1 | 47.1 | 3653.4 | 0.667 |
| 6-31 g(d) | Corrected | 1457.8 | 926.6 | 34.1 | 3642.2 | 0.825 | 6-311+g(d) | Corrected | 1460.8 | 927.4 | 50.1 | 3710 | 0.908 |
| 6-31 g(d,p) | Corrected | 1455 | 925.5 | 44.2 | 3717.4 | 0.778 | $6-311+g(d, p)$ | Corrected | 1456.4 | 925.8 | 58.7 | 3760.7 | 0.832 |
| 6-31+g | Corrected | 1487.1 | 946.3 | 25.7 | 3856.3 | 0.683 | 6-311++g | Corrected | 1486.2 | 940.1 | 48.9 | 3651.6 | 0.666 |
| 6-31+g(d) | Corrected | 1457.7 | 930.3 | 40.7 | 3658.4 | 0.854 | 6-311++g(d) | Corrected | 1459.3 | 926.5 | 59 | 3706.8 | 0.882 |
| $\begin{aligned} & 6-31+g(d, \\ & p) \end{aligned}$ | Corrected | 1452.7 | 926.7 | 35.1 | 3730.6 | 0.740 | $\begin{aligned} & 6-311++g(d, \\ & \text { p) } \end{aligned}$ | Corrected | 1455.7 | 925.6 | 60.9 | 3759.6 | 0.820 |
| 6-31++g | Corrected | 1486.3 | 944.2 | 34.4 | 3617.9 | 0.665 | cc-pVDZ | Corrected | 1453.4 | 929.5 | 70 | 3706.8 | 0.782 |
| $6-31++g$ <br> (d) | Corrected | 14,547 | 9265 | 441 | 3648 | 0.804 | aug-cc-pVDZ | Corrected | 1455 | 933.2 | 52.9 | 3741.1 | 0.808 |



Fig. 1. Summary Report for Corrected Frequencies at M062-2X/ aug-cc-pVDZ level.


Fig. 2. Fitted line plot corrected and experimental values for the aug-cc-pVDZ basis set.
experimental and calculated results and reliability of the derived scale factor is statistically evaluated in the following section.

### 3.2. Statistical analysis of the results and determining the accuracy and precision of derived scale factors

Descriptive statistics of experimental and corrected values obtained for all basis sets and $t$-test results are given in Table 4. The mean of Experimental values is found 1466.2 ( $\pm 918.6$ ). The minimum value is 75 , and the maximum value is 3974 .

The basic statistics and histogram graph of the corrected values obtained for the aug-cc-pVDZ basis set are given in Fig. 1. According to the Anderson-Darling normality test, it is seen that fixed values are not
suitable for normal distribution. Skewness and Kurtosis are calculated as 0.841 and -0.626 , respectively. The deviation of the skewness value from 0 and the kurtosis value from 3 means that it differs from the normal distribution.

According to Table 4, there was no statistically significant difference between the median values of experimental and corrected values for all basis sets (p (sig.) > 0.05).

For a aug-cc-pVDZ basis set, the simple linear equation formed between experimental frequencies and corrected frequencies is as follows.
$Y=0.998 * X$
Here, Y denotes the experimental values, and X indicates the corrected values. In the equation, the coefficient of the fixed values is calculated as

Table 5
Results of analysis of all basis sets.

| Basis Set | $r$ | $Y=\beta_{1} X$ | $\mathrm{R}^{2}$ | CCK | $C_{b}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| STO-3g | 0.992 | $Y=0,997 * X$ | 0.995 | 0.9964 | 0.9990 |
| $3-21 \mathrm{~g}$ | 0.995 | $Y=0.998 * X$ | $\% 99.57$ | 0.9974 | 0.9995 |
| $3-21 \mathrm{~g}(\mathrm{~d})$ | 0.997 | $Y=1.0087 * X$ | $\% 99.48$ | 0.9972 | 0.9998 |
| $3-21+\mathrm{g}$ | 0.998 | $Y=1.0166 * X$ | $\% 99.55$ | 0.9972 | 0.9995 |
| $321+\mathrm{g}(\mathrm{d})$ | 0.998 | $Y=1.012 * X$ | $\% 99.57$ | 0.9976 | 0.9997 |
| $6-31 \mathrm{~g}$ | 0.998 | $Y=1.0137 * X$ | $\% 99.61$ | 0.9977 | 0.9996 |
| $6-31 \mathrm{~g}(\mathrm{~d})$ | 0.998 | $Y=0.9979 * X$ | $\% 99.65$ | 0.9982 | 0.9999 |
| $6-31 \mathrm{~g}(\mathrm{~d}, \mathrm{p})$ | 0.998 | $Y=0.9961 * X$ | $\% 99.64$ | 0.9982 | 0.9999 |
| $6-31+\mathrm{g}$ | 0.9973 | $Y=1.018 * X$ | $\% 99.45$ | 0.9966 | 0.9993 |
| $6-31+\mathrm{g}(\mathrm{d})$ | 0.998 | $Y=0.9987 * X$ | $\% 99.50$ | 0.9974 | 0.9999 |
| $6-31+\mathrm{g}(\mathrm{d}, \mathrm{p})$ | 0.998 | $Y=0.9954 * X$ | $\% 99.64$ | 0.9981 | 0.9999 |
| $6-31++\mathrm{g}$ | 0.998 | $Y=1.0172 * X$ | $\% 99.61$ | 0.9975 | 0.9994 |
| $6-31++\mathrm{g}(\mathrm{d})$ | 0.998 | $Y=0.9963 * X$ | $\% 99.65$ | 0.9982 | 0.9999 |
| $6-31++\mathrm{g}(\mathrm{d}, \mathrm{p})$ | 0.998 | $Y=0.994 * X$ | $\% 99.63$ | 0.9981 | 0.9998 |
| $6-311 \mathrm{~g}$ | 0.998 | $Y=1.0155 * X$ | $\% 99.63$ | 0.9977 | 0.9995 |
| $6-311 \mathrm{~g}(\mathrm{~d})$ | 0.998 | $Y=0.9974 * X$ | $\% 99.66$ | 0.9983 | 0.9999 |
| $6-311 \mathrm{~g}(\mathrm{~d}, \mathrm{p})$ | 0.998 | $Y=0.9958 * X$ | $\% 99.65$ | 0.9982 | 0.9999 |
| $6-311+\mathrm{g}$ | 0.997 | $Y=1.0154 * X$ | $\% 99.50$ | 0.9970 | 0.9995 |
| $6-311+\mathrm{g}(\mathrm{d})$ | 0.998 | $Y=0.9996 * X$ | $\% 99.66$ | 0.9983 | 0.9999 |
| $6-311+\mathrm{g}(\mathrm{d}, \mathrm{p})$ | 0.998 | $Y=0.9969 * X$ | $\% 99.65$ | 0.9982 | 0.9999 |
| $6-311++\mathrm{g}$ | 0.998 | $Y=1.0159 * X$ | $\% 99.62$ | 0.9976 | 0.9995 |
| $6-311++\mathrm{g}(\mathrm{d})$ | 0.998 | $Y=0.9986 * X$ | $\% 99.66$ | 0.9983 | 0.9999 |
| $6-311++\mathrm{g}(\mathrm{d}, \mathrm{p})$ | 0.998 | $Y=0.9965 * X$ | $\% 99.65$ | 0.9982 | 0.9999 |
| cc-pVDZ | 0.998 | $Y=0.9965 * X$ | $\% 99.59$ | 0.9979 | 0.9998 |
| aug-cc-pVDZ | 0.998 | $Y=0.9985 * X$ | $\% 99.59$ | 0.9979 | 0.9998 |
|  |  |  |  |  |  |
|  |  | $Y$ | $Y$ |  | $Y$ |

0.998. The fact that this value is approximately equal to 1 indicates that the corrected values are highly compatible with the experimental values. The ratio of fixed values to experimental values was calculated. This value is a reasonably high explanation rate. Therefore, $99.59 \%$ of the variability in the experimental data is explained by the regression model, indicating a perfect fit of the model.

Used fitted line Plot to display the relationship between one continuous predictor and response. A fitted line plot shows a scatterplot of the data with a regression line representing the regression equation. The distribution graph in Fig. 2 shows a strong correlation between the experimental and corrected values and the appropriate linear equation.

CCC was obtained as 0.997 for experimental and corrected frequencies. This value shows excellent compatibility between experimental and corrected frequencies. It $C_{b}$ is called the "side correction factor" and is defined as the measure of the distance of the equality line to the line obtained from the regression equation. $C_{b}$ can also be called a measure of accuracy and takes a value between 0 and $1\left(0<C_{b}<1\right) . C_{b}$ $=1$ means that there is no separation from equality. The value for experimental and corrected frequencies was calculated as 0.9998 . It was determined that the obtained regression line did not deviate from the equation line. As a result, the generated graphs and analysis showed that the experimental and corrected frequencies were statistically perfectly compatible. Thus, the accuracy of the calculated correction factor was determined. All the results of the other basis sets are given Table 5 and interpreted the same as aug-cc-pVDZ basis set.

It was determined that the experimental and corrected frequencies were not compatible with normal distribution according to the Anderson Darling normality test. The magnitude and direction of the relationship between the two variables were examined by Spearman's rho test, a nonparametric test. According to the test results, a high positive correlation was calculated between the two variables at the rate of 0.998 .

## 4. Conclusion

One hundred ninety-one small molecules are selected for the
derivation of the scale factor. Firstly, all compounds are optimized at the related calculation level. In the calculation, point groups are taken into account. The scale factors are calculated by using the result of 157 compounds. Then, the frequencies of the rest compounds are scaled by using derived scale factors and compare with experimental values. All results are interpreted as statistics. The main objective of the statistical studies is to determine the concordance between the frequencies corrected with experimental frequencies. For this purpose, these two variables were compared with various statistical methods. First of all, whether there is the independent sample $t$-test tested a difference between them. It was determined that there was no difference between the median values of the experimental and corrected values for all basis settlements. With the correlation test, a very high level of positive relationship was found between the two variables. By considering corrected frequencies as a function of experimental frequencies, the relationship between them is formed by a simple linear regression method. Y shows experimental frequencies; the independent variable shows adjusted frequencies. From the equations obtained, the coefficient of the corrected values (adj. R) was calculated for all basis sets. All values approximately equal to 1 indicate that the corrected values are highly compatible with the experimental values. The consistency between experimental and corrected frequencies was determined by the Concordance Correlation Coefficient (CCC). It was seen that the obtained coefficient of compatibility was almost 1 for all basis sets. This value shows excellent compatibility between the two variables. All of the results show that frequencies corrected with experimental frequencies are exceptionally compatible and highly related.
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