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A DEEP LEARNING-BASED CLASSIFICATION ARCHITECTURE FOR 
DETECTION OF DIABETES 

 

 
 
 
ABSTRACT 
Diabetes is a set of metabolic problems defined by high blood sugar levels over a long period 
of time. It occurs when the body cannot produce enough insulin or cannot effectively use the 
insulin produced by the pancreas. If diabetes is not treated on time, it can lead to lifelong 
complications such as cardiovascular disease, cerebral palsy, kidney failure, and eye 
complications. The biggest problem with diabetes arises from not being diagnosed on time or 
misdiagnosed by physicians. Therefore, the application of a technique that contributes to the 
correct diagnosis of diabetes, especially in its early stages, will be a very important step for the 
prevention and control of the disease. To overcome this, researchers have tried to predict 
diabetes symptoms by applying different approaches such as machine learning and data mining. 
Pima Indians Diabetes Database (PIDD) data set was used in this study. There are a total of 768 
samples in the data set. 500 samples have diabetes diagnosis. The parameters for each sample 
in the data set are named as age, pregnancies, glucose, blood pressure, skin thickness, insulin, 
body mass index and diabetes pedigree function and include numerical values. The proposed 
classifier architecture is implemented using Python language on Visual Studio Community 
2017 platform. In the study, firstly, the Generative Adversarial Networks model was designed 
and the balance problem of the data set was solved, and data augmentation was carried out at 
the same time. Then, a deep convolutional neural network was designed and trained to predict 
diabetes. The classifier architecture based on deep learning proposed in this study has shown a 
superior performance against the studies in the literature. At the same time, with the proposed 
architecture, the problem of insufficient and unbalanced data set that researchers in the 
biomedical field often encounter can be eliminated. 
 
Keywords: Deep Learning, Diabetes Disease, Data Augmentation, Convolutional Neural 
Network   
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Tablo 1.  

  Hassasiyet F1-skor AUC 
0,9972 0,9975 0,9975 0,9975 1,0000 
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Tablo 2.  

Referans   
Sisodia Naive Bayes 76,30 
Yang K-ortalama/ LR 95,42 
Choubey RTF SA 76,087 
Zou SA 76,67 
Tigga RO 75 
Kamel DVM 97 

 CNN 99,72 
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