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A B S T R A C T   

The degree of motor impairment and profile of recovery after stroke are difficult to predict for each individual. 
Measures obtained from clinical assessments, as well as neurophysiological and neuroimaging techniques have 
been used as potential biomarkers of motor recovery, with limited accuracy up to date. To address this, the 
present study aimed to develop a deep learning model based on structural brain images obtained from stroke 
participants and healthy volunteers. The following inputs were used in a multi-channel 3D convolutional neural 
network (CNN) model: fractional anisotropy, mean diffusivity, radial diffusivity, and axial diffusivity maps ob-
tained from Diffusion Tensor Imaging (DTI) images, white and gray matter intensity values obtained from 
Magnetic Resonance Imaging, as well as demographic data (e.g., age, gender). Upper limb motor function was 
classified into “Poor” and “Good” categories. To assess the performance of the DL model, we compared it to more 
standard machine learning (ML) classifiers including k-nearest neighbor, support vector machines (SVM), De-
cision Trees, Random Forests, Ada Boosting, and Naïve Bayes, whereby the inputs of these classifiers were the 
features taken from the fully connected layer of the CNN model. The highest accuracy and area under the curve 
values were 0.92 and 0.92 for the 3D-CNN and 0.91 and 0.91 for the SVM, respectively. The multi-channel 3D- 
CNN with residual blocks and SVM supported by DL was more accurate than traditional ML methods to classify 
upper limb motor impairment in the stroke population. These results suggest that combining volumetric DTI 
maps and measures of white and gray matter integrity can improve the prediction of the degree of motor 
impairment after stroke. Identifying the potential of recovery early on after a stroke could promote the allocation 
of resources to optimize the functional independence of these individuals and their quality of life.   

1. Introduction 

Stroke is a neurological disorder that causes wide ranging deficits in 
the cognitive and motor function of survivors [1]. It is the second most 
common cause of death among adults and the third most common cause 
of disability worldwide [2]. Stroke can lead to long-term impairments 
such as hemiparesis or speech disabilities and affect cognitive functions, 
including memory [2–4]. The degree of motor impairment and potential 
for recovery after stroke observed for each patient are difficult to pre-
dict. Socio-demographic measures (e.g., age, gender), and clinical 
measures such as the National Institutes of Health Stroke Scale (NIHSS) 
or Fugl-Meyer Assessment (FMA) are commonly used as predictors of 
motor recovery early after stroke [3,5–11]. 

More recently, neuroimaging techniques such as structural magnetic 
resonance imaging (MRI) and computed tomography (CT) have also 
been used to identify biomarkers of post-stroke motor recovery 
[5,9–10,12–13] with limited accuracy up to date. For instance, diffusion 
metrics obtained from MRI scans provide key information about the 
microstructural properties of the brain’s white matter (WM) by quan-
tifying the random movement of water molecules. There are two types of 
diffusion imaging methods: diffusion-weighted imaging (DWI) and 
diffusion tensor imaging (DTI). In DWI, each voxel’s diffusion rate at the 
microscopic level is estimated using strong magnetic field gradients. 
After a stroke, it has been shown that DWI is more sensitive in identi-
fying the changes in WM content compared to structural MR images [3]. 
However, DWI is limited in revealing the complex diffusion patterns 
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occurring in the brain [3,14]. DTI, on the other hand, quantitatively 
estimates the direction in which the diffusion of the tissue is more 
restricted, providing more information about the changes in brain 
structure and the extent of a lesion due to stroke. In post-stroke DTI 
images, it has been found that diffusion is significantly reduced in WM 
compared to gray matter (GM) [15]. The diffusion of each WM voxel can 
also be used to detect anisotropy changes in stroke lesions and monitor 
the brain’s response to treatments and motor functional recovery 
[3,14–16]. Using DTI tractography algorithms, motor deficits present 
after stroke were shown to be associated with the integrity of the cor-
ticospinal tract (CST) [17]. The quantification of a lesion’s volume using 
MRI-based DTI was found to be a moderate predictor of the degree of the 
motor deficit, given that small lesions can affect critical motor regions 
for movement production [7]. 

Additional DTI metrics such as fractional anisotropy (FA), mean 
diffusivity (MD), radial diffusivity (RD), and axial diffusivity (AD) have 
also been used to predict motor recovery after stroke [3,5]. For instance, 
FA can provide an estimate of the number of fibers affected by a lesion. 
In particular, FA measurements of the CST can be used to evaluate motor 
recovery [3]. Acute ischemic stroke reduces MD in the lesion signifi-
cantly, which returns to normal within a few days. AD has been more 
strongly associated with axonal degeneration, while RD has been related 
to myelination. This suggests that combining diffusion measurements 
may help develop a more effective method for estimating motor recov-
ery in patients at different stroke stages, as well as with different lesion 
sizes and locations. 

Grey matter (GM) integrity can also be used as a predictor of motor 
impairment after stroke [18–20]. Using a general linear model, a voxel- 
level false discovery rate, and region of interest (ROI)-based analyses, 
Diao et al. [18] investigated GM volumes (GMV) in individuals in the 
chronic phase of a subcortical stroke. A GMV increase was observed in 
bilateral paracentral lobules, the supplementary motor area (SMA), and 
the right middle occipital gyrus for those with a right lesion when 
compared to healthy individuals. A correlation between motor recovery 
and GMV increase was found in the bilateral SMAs in these patients. In 
another study by Dang et al. [19], changes in GMV in the ipsi- and 
contralesional SMA correlated with clinical scores (FMA & Barthel 
index) for individuals with focal cerebral infarct. In the study of Yang et 
al. [20], atrophy in regions of the brain far from the infarct in the same 
hemisphere was associated with motor impairment present after stroke. 
The volume of interest ratios of motor-related brain regions and the 
temporal lobe between the ipsilesional and contralesional hemispheres, 
as well as the FA ratio of the entire CST, were found to be correlated with 
motor impairment. These studies suggest that adding GM volumetry to 
DTI-based measures could help better predict the extent of motor defi-
cits observed in stroke individuals. 

Some studies have attempted to combine clinical, neurophysiolog-
ical, and neuroimaging measures to predict motor outcomes after stroke. 
For instance, Stinear et al. [12] developed the PREP algorithm, which 
combines clinical motor assessments as well as transcranial magnetic 
stimulation (TMS) and FA-based measures of CST integrity, to predict 
the recovery of upper limb function after stroke. The accuracy, speci-
ficity, and sensitivity values obtained from their algorithm reached 0.64, 
0.88, and 0.73, respectively. In another study from the same group, the 
PREP2 algorithm was subsequently introduced to categorize the upper 
limb motor outcomes three months after stroke into four groups: 
“Excellent”, “Good”, “Limited” and “Poor”. Adding two T1-weighted 
MRI measures, i.e., the size of the lesion, and measures of the integrity 
of the CST and sensorimotor tracts to their algorithm slightly improved 
the positive predictive value (PPV) and overall accuracy to 0.78 and 
0.75 with shoulder abduction and finger extension (SAFE) score higher 
than 5 when using a classification and regression tree (CART) analysis 
[13]. Thus, combining measures from different sources can help the 
prediction of the recovery profile of stroke patients. However, the 
PREP2 algorithm reaches a limited accuracy of 0.70, particularly for the 
prediction of more impaired patients with SAFE score less than 5 [13]. 

Machine learning (ML) allows the combination of different features 
to classify the labelled samples. It has been successfully used to classify 
neurological diseases such as Alzheimer’s disease, epilepsy, schizo-
phrenia, stroke, autism, and mild cognitive impairment [21–22]. ML 
classifiers can be used to estimate motor recovery after stroke [23–25]. 
However, they require feature analysis, and the most informative fea-
tures to this end are still unknown. Deep Learning (DL) is an ML method 
based on artificial neural networks with a large number of layers that is 
able to learn complex patterns that are present in the input data [26–27]. 
It is not straightforward to explain how the DL selects the features that 
are useful for classification, due to the deep architecture of the model. 
However, DL models reduce human effort in feature engineering 
compared to traditional ML methods using handcrafted features. Spe-
cifically, Convolutional Neural Network (CNN) is the DL architecture 
that has achieved the highest accuracy value in image classification 
[26–27]. CNN has the advance of not requiring feature extraction, unlike 
traditional ML techniques used in the context of medical radiology, such 
as support vector machines (SVM), Random Forests (RF), k-nearest 
neighbor classification (k-NN), and Naïve Bayes (NB) [28–32]. DL has 
been utilized in the context of medical image segmentation [33–34] 
using CT, MRI, or DWI images, reaching performance values ranging 
between 0.30 and 0.87 according to the Dice coefficient. DL has also 
been used in the context of stroke classification [35–36]. Nielsen et al. 
[35] used MR images of acute ischemic stroke participants to predict the 
treatment effect of a recombinant tissue-type plasminogen activator 
using a CNN model with an area under curve (AUC) of 0.88. Heo et al. 
[36] used 3 ML approaches including deep neural networks (DNN), RF, 
and logistic regression (LR) to predict the long-term motor outcomes of 
acute ischemic stroke individuals using the Acute Stroke Registry and 
Analysis of Lausanne (ASTRAL) score. The AUC values of the DNN, RF, 
and LR models were 0.88, 0.86, and 0.85, respectively. 

DTI, measures of WM, and GM integrities obtained from MRI images 
can thus be useful to determine the extent of a brain lesion. On the other 
hand, it is difficult to establish the precise motor recovery profile using 
these metrics post-stroke. In addition, determining which of the afore-
mentioned markers is most relevant is challenging, as using multiple 
metrics increases the correlation’s reliability. In this context, the present 
study aimed to predict motor impairment by using DL techniques, which 
have great potential for classifying patients without using hand-crafted 
features, using DTI and structural MR images of stroke patients. Here a 
large dataset, including 154 structural images of 123 individuals was 
used. The hypothesis was that a combination of demographic data and 
brain imaging measures such as FA, AD, MD, RD, GM, and WM incor-
porated within a multi-channel 3D-CNN using residual blocks would 
improve the prediction of motor impairment observed post-stroke. 

2. Statement of significance  

Problem or Issue What is Already Known What this Paper Adds 

The degree of motor 
impairment and the 
profile of recovery 
after stroke are 
difficult to predict for 
each individual post- 
stroke. 

Measures obtained from 
clinical assessments, 
neurophysiological, and 
neuroimaging techniques 
have been used as potential 
biomarkers of motor 
recovery, with so far limited 
accuracy. Determining which 
of these biomarkers is most 
relevant is challenging as 
using multiple metrics 
increases the correlation’s 
reliability. 

The present study 
proposes a multi- 
channel 3D DL model 
with residual blocks 
combining volumetric 
DTI maps and measures 
of white and gray 
matter integrity to 
predict motor 
impairment. It 
achieved higher 
accuracy than 
traditional ML 
techniques in which 
feature selection can be 
challenging and time 
consuming. In addition, 
using whole-brain MRI 
and DTI metrics in DL 

(continued on next page) 
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(continued ) 

Problem or Issue What is Already Known What this Paper Adds 

has been shown to 
extract richer features 
than simply using ROI 
analysis.  

3. Materials and methods 

In the proposed DL system, DTI and MR images, as well as de-
mographic data, were used as inputs for the multi-channel 3D-CNN 
model. Motor impairment was classified into 2 categories, “Poor” and 
“Good”. The classification of motor impairment was performed with DL 
and other ML classifiers. ML classifiers such as k-NN, SVM, Decision 
Trees (DT), RF, Ada Boosting (AB), and NB, the inputs of which were 
obtained from the fully connected layer (FCL) of the CNN, were used to 
compare performance with the DL model. The outputs of the trained 
models and the outputs labeled by experts were compared based on 
accuracy, specificity, precision, recall, and F1 values obtained from 
Receiver Operating Characteristics (ROC) analysis. 

3.1. Dataset 

Three different datasets were used to test the ability of the multi- 
channel 3D-CNN model to predict motor impairment in healthy and 
stroke individuals. The details of the demographic information and 
motor scores of participants are provided in Table 1. The first dataset 
included a total of 42 participants (19 S patients, and 23 healthy con-
trols) [4]. Motor impairment was calculated as a percentage of the score 
obtained from the unaffected hand based on three tests including hand 
grip strength (GS) [37], Nine Hole Peg Test (NHPT) for finger dexterity 
[38], and Box and Block Test (BBT) for unilateral gross manual dexterity 
[39]. DTI was collected using a 3 T Siemens Trio TIM scanner at the 
Wellcome Centre for Human Neuroimaging at University College Lon-
don with a single-shot diffusion-weighted echo-planar imaging (EPI) 
sequence (61 non-collinear directions, b = 1000 s/mm2, TE/TR = 102 
ms/182 ms, FOV = 128 × 128, 85 slices, and voxel size = 1.72 × 1.72 ×
1.7 mm3) plus 7 volumes with low diffusion weighting (b = 100 s/mm2) 
[4]. A T1-weighted structural scan (TE/TR = 2.48 ms/7.92 ms, flip 
angle = 16◦, FOV = 240 × 256 mm, 176 slices, and voxel size = 1 × 1 ×

1 mm3) was also collected. 
The second dataset included a total of 50 participants (14 S patients, 

and 36 healthy controls) [40]. The motor impairment of participants 
was determined using the Fugl-Meyer Assessment (FMA) upper-limb 
score [41]. T1-weighted MR (TE/TR = 3.65 ms/7.47 ms, flip angle =
6◦, FOV = 256 × 256 mm, 165 slices, and voxel size = 1 × 1 × 1 mm3) 
and DTI data were acquired at the University of British Columbia MRI 
Research Centre using a 3 T Philips Achieva scanner. DTI images were 
collected using a single-shot EPI sequence (60 non-collinear directions, 
b = 700 s/mm2, TE/TR = 60 ms/7096 ms, FOV = 112 × 112 mm, 70 
slices, and voxel size = 2.0 × 2.0 × 2.2 mm3) with a single unweighted 
volume (b = 0 s/mm2) [40]. 

The third dataset includes a total of 31 participants, for whom DTI 
and MRI scans were acquired using a 3.0 T Siemens Trio TIM scanner at 
the University of Geneva [42]. The motor impairment of participants 
was measured using the FMA upper-limb score [42]. EPI diffusion- 
weighted volumes (30 non-collinear directions, b = 1000 s/mm2, TE/ 
TR = 82 ms/8.2 s, FOV = 128x128, 64 slices, voxel size = 1.8x1.8x2.0 
mm3) were acquired with one unweighted volume (b = 0 s/mm2). T2- 
weighted MR scans (TE/TR = 376 ms/5 s, FOV = 512 × 512 mm, 176 
slices, voxel size = 0.45 × 0.4 5x 0.90 mm3) volumes were also acquired 
[42]. 

In the present study, the FMA scores of participants were used as the 
ground truth of the DL model. However, for the first dataset shown in 
Table 1, three different behavioral measurements (BBT, GS, and NHPT) 
were obtained for each participant. For this reason, a single represen-
tative motor score was calculated using principal component analysis 
(PCA). PCA has the advantage of preserving as much variability (i.e., 
statistical information) as possible by projecting each data point into the 
first few principal components to reduce the dimensionality of a dataset. 
The first principal component yields the direction of maximum variance 
for the data. This technique has been used by Rondina et al. [23,43] to 
convert four assessment scores, including the Action Research Arm Test 
(ARAT), Motricity Index, GS, and NHPT, into a single representative 
score to predict motor outcomes [43] and classifying motor recovery as 
“Good” and “Poor” [23]. PCA has also been used to analyze sub-items of 
a motor score [44]. In the present study, the first principal component 
was calculated using three scores (BBT, GS, and NHPT). The mean of 
each test score was calculated and subtracted from the test score vector 
(X) resulting in the matrix Y. Then, the test score values were normalized 
by dividing each element of Y by the square root of the covariance of X. 

Table 1 
Demographic information and motor scores of participants.  

Name Number of 
Individuals 

Stroke Time 
(Month) 

Age 
(SD) 

Gender (M/ 
Fa) 

Lesion Side 
(R/Lb) 

Hand Affected 
(R/Lb) 

BBTc 

(%) 
NHPTd 

(%) 
GSe 

(%) 
FMf 

(%) 
G/Pg 

Dataset-I 
(42) 

Healthy 
(23) 

– 47 
(17.9) 

8 /15 – – 100.7 
(9.8) 

96.9 
(10.5) 

95.1 
(8.2) 

– 23/- 

Stroke 
(19) 

39.7 (53.0) 
[1 209] 

52 
(14.5) 

4 / 15 8 / 11 11 / 8 58.3 
(33.6) 

43.8 
(36.4) 

57.2 
(29.9) 

– 11/8 

Dataset-II 
(50) 

Healthy 
(36) 

– 65 
(7.9) 

11/25 – – – – – 66.0 
(0.0) 

36/- 

Stroke 
(14) 

79.7 (47.5) 
Y 

68 
(11.3) 

11/3 9/4 4/9 – – – 54.1 
(14.5) 

12/2 

Dataset- 
III 
(62) 

Stroke-Pre* 
(31) 

0.5 64 
(12.9) 

17/14 20/11 11/20 – – – 11.9 
(9.9) 

4/27 

Stroke-Post** 

(31) 
3 64 

(12.9) 
16/15 21/10 10/21 – – – 29.7 

(22.2) 
15/ 
16  

a M: Male-F: Female. 
b R: Right-L: Left. 
c BBT: Box and Block Test. 
d NHPT: Nine-Hole Peg Test. 
e GS: Grip Strength. 
f FM: Fugl Meyer Test. 
g G/P: Good/Poor. 
* Pre: clinical assessment at 2–4 weeks. 
** Post: clinical assessment at three months. 
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Finally, the eigenvalue vector of the normalized values was obtained by 
singular value decomposition. Thus, the first column of the resulting 
matrix provided the values of the patients’ first principal component. 
These principal components were used to obtain the cutoff point of two 
recovery profiles using descriptive statistics such as average and median 
[4,23,43]. 

In the present study, the FMA scores of datasets II and III, as well as 
the PCA scores of dataset I were classified into 2 categories of recovery 
profiles, “Poor” and “Good” by the DL. In the literature, there are 
different FMA cutoff values to categorize the severity of patients 
[44,45]. Here, the cutoff value was established by evaluating the his-
togram, mean, and median analysis of the FMA and PCA scores. The 
mean FMA and median values for the datasets II-III were 26.7 and 20.0, 
respectively. This agrees with the categorization used by Woytowicz 
et al. [44], where a severe class cutoff value of 27 was determined for the 
individuals with low motor recovery potential. This value allowed to 
divide the patients with upper-limb motor deficits into two classes, as 
shown in the histogram distribution (Fig. 1b). FMA scores were un-
available for all three different datasets in this study. Since Dataset-I 
included three other scores (BBT, GS, and NHPT), these measures 
were converted into a single representative score using PCA, as done in 
Rondina et al. [23,43]. To our knowledge, there is no method in the 
literature to map these measures (BBT, GS, and NHPT) onto the FMA 
score. The cutoff value for PCA results was also selected using the mean 
value, which was found to be very close to 0. Therefore, the patient with 
motor impairment in Dataset-I was assigned to the Poor class when its 
first principal component was ≤ 0. The histogram distributions and the 
cutoff values for the datasets are given in Fig. 1a. Healthy controls had 
normal motor performance, and were assigned to the “Good” class. 

3.2. Deep learning method 

A multi-channel 3D-CNN model was used to evaluate the degree of 
upper-limb motor impairment after stroke. The analyses consisted of 
three phases. Initially, FSL (https://fsl.fmrib.ox.ac.uk/fsl/) and custom 
Matlab scripts (MATLAB 2016b, The MathWorks, Inc., Natick, Massa-
chusetts, United States) were used to preprocess DTI and T1/T2 
weighted MR images. The preprocessing included noise removal, 
obtaining DTI maps, as well as obtaining GM and WM images. As a 
second step, DTI-derived maps such as FA, AD, RD, and MD, T1/T2 
weighted MR images maps of GM and WM, and demographic data (age, 
gender, etc.) were used as input in the multi-channel 3D-CNN archi-
tecture, as shown in Fig. 2 [46–47]. Finally, once the training of the DL 
model was completed, the k-NN, SVM, DT, RF, Ada Boosting (AB), and 
NB classifiers were trained and tested to determine the best classifier. 
The input features of ML classifiers were obtained from the flatten, first, 
or second FCL of the CNN model. The results were compared based on 

the AUC, accuracy, specificity, precision, recall, and F1 values obtained 
from the Receiver Operating Characteristics (ROC) analysis. 

Preprocessing of DTI data: For each subject, noise was removed from 
the DTI images (dwidenoise by MRtrix, https://www.mrtrix.org/). 
Distortion and motion correction was performed to remove eddy cur-
rents that are a natural effect of the changing magnetic field on diffusion 
scans (eddy_correct implemented in FSL). After the motion correction 
process, which caused a significant bias in diffusion measurements and 
orientation, the b-vectors were rotated to preserve the correct orienta-
tion information [47–48]. The brain was extracted from the skull and 
non-brain areas using the BET tool in FSL. Diffusion tensor and diffu-
sivity metrics were calculated using the dtifit function implemented in 
FSL and MATLAB to compute diffusion maps of FA, AD, RD, and MD. 
Each map was registered to a DTI template using a non-linear registra-
tion approach (FLIRT + FNIRT in FSL). DTI maps of the subjects with 
lesions on the left hemisphere were flipped from left to right using the 
fslswapdim function in FSL to ensure that subjects had their lesion on the 
same side for direct comparison. 

Preprocessing of T1/T2 weighted MRI data: Using FSL, the MR images 
were oriented for each subject using the command fslreorient2std. MR 
images were denoised using BM4D filters with MATLAB, the details of 
which can be found in [49–50]. The skull was stripped using BET in FSL. 
Bias correction was performed by the FAST FSL method. MR images 
were co-registered to the MNI 2 mm template by using non-linear 
registration (FLIRT + FNIRT in FSL). For patients with left hemisphere 
lesions, the images were flipped to ensure all the patients’ lesions were 
on the right side. Finally, MR images were segmented into WM, GM, and 
cerebrospinal fluid (CSF) using the FAST method in FSL. 

Masks of Motor Regions: Regions of interest (ROI) were chosen based 
on their known roles in motor and sensory functions [23,43,51–52], as 
shown in Fig. 3. Motor areas included the pre- and postcentral gyrus, 
SMA, superior frontal gyrus, middle frontal gyrus, inferior and superior 
parietal regions, thalamus, caudate, putamen, and pallidum. The CST 
was also selected as the extent of its damage after stroke can provide 
insight into upper-limb function [23,43] and potentially increase the 
accuracy of ML classification. Masks were created using the Automated 
Anatomical Labeling (AAL) atlas30 [53] implemented in MATLAB, with 
an isotropic voxel size of 2x2x2 mm. The CST mask was derived from the 
Johns Hopkins University (JHU) WM tractography atlas implemented in 
the FSL toolbox. Finally, the remaining brain structures were removed 
by multiplying each ROI mask with the images. Two DL models were 
trained using the whole brain and ROI images, including motor regions 
and the CST. 

The DTI maps and structural images of each participant were entered 
as 6 separate channels with the same dimension (91 × 109 × 91) in the 
multi-channel 3D-CNN model. The dataset was divided into 80 % 
training and 20 % testing sets to compare the accuracy of the DL models. 

Fig. 1. Histogram distributions in the employed datasets for a) PCA values obtained from the three motor scores (BBT, GS & NHPT; Dataset I), b) FMA scores 
(Datasets II and III). 
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The required libraries and toolboxes needed for the DL analysis, such as 
Keras, Tensorflow, scikit, pandas, OpenCV, nibabel, and dipy were ob-
tained via open sources. The proposed multi-channel 3D-CNN model 
was coded using Python 3.7. The MATLAB platform was used for the 
performance analysis. 

3.2.1. 3D convolution neural network (CNN) 
The CNN consists of multiple building blocks such as convolution 

layers, pooling, and FCLs. It automatically and adaptively learns the 
properties of the input data through backpropagation. The first two 
layers of the CNN are the convolution and pooling layers, which form 
the feature maps. Convolution is a specific type of linear operation, 
which allows the network to detect important features at given spatial 
positions in the input using filters. The convolution process preserves the 
relationship between voxels by learning the features of the image 
[22,26–29]. 

The 3D-CNN architecture uses 3D convolution to obtain features 
along both the spatial and temporal dimensions by dividing the volume 
into small cubes. The 3D convolution denoted as h in the i-th feature 

volume map of the l-th layer was calculated using Eq. (1) [54]. 

ul
ki(x, y, z) = σ((

∑

k
hl− 1

k (x − m, y − n, z − t)*Wl
ki(m, n, t) + bl

i) (1)  

where hl− 1
k is the k-th 3D feature volume map of the previous layer. 

Wl
ki(m, n, t) and bl

i are the weight in the 3D convolution kernel at position 
(m, n, t) and bias term, respectively. σ(.) is the non-linear activation 
function [54]. 

The 3D feature map obtained by convolution is transformed into a 
nonlinear map through an activation function such as sigmoid, tanh, or 
ReLU. A subsampling process is performed in the pooling layer, reducing 
the size of the feature maps and the number of the network’s learnable 
parameters. The average or maximum pooling function is commonly 
preferred, and there are no learnable parameters in the pooling layer 
[22,26–28]. 

The FCLs that flatten the feature maps and transform them into a 
single-dimensional number array are used after the last convolution or 
pooling layer [22,26–28]. The output of a neuron in the FCL is connected 
with a different weight to all inputs of the next FCL. In each neuron of 

Fig. 2. Flowchart for the comparison of the proposed multi-channel 3D-CNN-based models.  
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the FCL, the input information is first calculated, and then an activation 
function such as ReLU is used. The last layer has the same number of 
neurons as the ground-truth label number of the problem, and the 
probabilities of the outputs are usually calculated with the softmax 
function. 

The CNN was trained by minimizing the loss function given in Eq. 
(2). 

L =
1
N

∑N

n=1
l(θ; y(n), o(n)) (2)  

where y(n) and o(n) are the target output and the predicted output of the 
network for n-th input data x(n), respectively. θ represents all the 
learnable parameters of the network such as weights and bias values. l(.)
is the loss calculated from the target and predicted outputs for each 
sample. 

3.2.2. Deep residual learning model 
The main factor that causes variations in the classification DL ar-

chitecture is the feature extraction layers. VGGNet, ResNet, DenseNet, 
and InceptionResNet-based architectures have been widely used as the 
feature extraction layers of DL models in 3D multimodal medical image 
analysis [55–56]. VGGNet differs from traditional CNN models in terms 
of the size and number of filters in sequential convolution blocks. 
Therefore, increasing the number of blocks dramatically increases the 
number of parameters. The high number of trainable parameters 

requires large data amounts, because it causes a forgetting problem in 
the network. As an alternative to traditional architectures, the ResNet, 
DenseNet, and InceptionResNet architectures, which are deeper but 
with smaller filter sizes in the convolutional layers can be used. These 
architectures use residual links that transfer gradients between blocks to 
overcome the forgetting problem. Since DenseNet and InceptionResNet 
models have a deeper architecture, computational time and memory 
consumption are higher than ResNet for multimodal 3D image analysis. 
Although there is no comparison specific to 3D medical image analysis, 
based on Bianco et al. [57], ResNet50 has a higher memory consumption 
and extraction time, but it also yields higher accuracy in the case of 2D 
image analysis. In addition, Suganyadevi et al. [58] examined 120 
medical image analysis studies and concluded that the ResNet archi-
tecture yielded the best overall performance. In the present study, the 
selection of DL architecture was based on two criteria. The first was the 
characteristics of the data to be processed, and the second was 
hardware-related limitations. The data used are 3D, multimodal and 
have different sizes of lesions. For this reason, it was assumed that the 
classification performance would be better, as the 3D-DL architectures 
would preserve the volumetric information in the processing of 3D 
neuroimaging data. The relationship between the location of the lesion 
with motor recovery can be more important than the size of the lesion 
[7]. Therefore, classifying motor impairment from stroke data is a 
complex problem. It is necessary to use architectures with a larger 
number of deep layers to process such data. Accuracy can also saturate 
to a certain level, due to the vanishing gradient problem that occurs in 

Fig. 3. Masks used as inputs in the DL architecture (a) whole-brain, (b) CST, (c) motor regions, (d) CST and motor regions.  
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deep architectures. For this reason, the ResNet50 architecture with 
skipping connections was used to avoid feature loss in deeper layers. 
Fig. 4 shows the architecture for one of the channels in the proposed 3D- 
CNN with residual blocks, which solves the vanishing gradient problem 
in deeper models [59]. 

In the convolutional layers, the output of layer l is connected to the 
input of the layer (l + 1). This transition between layers is expressed by 
the xl = Hl (xl − 1) formula. In the ResNet, a skip-connection is used to 
add an identity function (xl − 1) to the output of layer l , as given in Eq. 
(3) [59]. 

xl = Hl (xl − 1)+ xl − 1 (3) 

Each channel first transferred the 3D images to the convolutional 
layer and then to the pooling layer. Feature vectors obtained from the 
last pooling layer of each channel were merged in the fully connected 
layer. Finally, the images transferred forward from the input layers to 
the classifier layer were classified into two groups (Figs. 2 & 4). In the 
training process, the weights and bias values of neurons between layers 
in the network were updated to minimize the error between real and 
predicted values by an optimizer method such as stochastic gradient 
descent (SGD), ADAM, and RMSProp [22,26–28]. 

3.2.3. Implementation 
The proposed multi-channel 3D-CNN model was implemented using 

the Keras library in Python based on Tensorflow. The experiments were 
conducted on a PC with a NVIDIA Tesla K80 24 GB GPU, Intel XEON ES- 
2680 V4 @ 2.40 Hz CPU, and 128 GB RAM. SGD was used to train the 
3D-CNN models. The momentum, learning rate, and weight decay were 
adjusted to 0.9, 0.0001, and 0.005, respectively. Dropout and L2 regu-
larization were adopted to avoid overfitting. Due to memory limitations, 
2 mm registered images were used in the multi-channel architecture. A 
single-channel is a 3D-CNN that classifies using only one MRI or DTI 
metric. The single-channel with 2 mm registered images of the two 
motor recovery profiles was trained to reveal the correlation between 
each map and motor scores. 

There is no clear guide on the best train-test split ratio of a dataset for 
DL application. In the present study, 0.8–0.2, which is one of the most 
widely preferred experimental train-test ratio in the DL medical image 
analysis literature [60–61], was used. There was a total of 154 samples, 

101 and 53 samples for the Good and Poor classes respectively, in our 
dataset. First, these samples were split into 124 training and 30 testing 
data using 10 repeated random subsampling validation (RSV) method. 
There were equal numbers of poor and good instances in the test data. 
Using RSV ensured the chance of selecting the same instance of Good 
and Poor classes at least once and twice in the subset, respectively. Then, 
to ensure class balance in the training dataset, data augmentation with 
sharpening was applied to the Poor class for each subset. In addition, the 
DL model was separately trained 10 times using each subset; in other 
words, a total of 100 training iterations were performed for the entire 
validation process. 

3.2.4. Evaluation metrics 
Results were compared according to the AUC, accuracy, specificity, 

precision, recall, and F1 values obtained from ROC analysis. A confusion 
matrix is a table that groups True Positive (TP), False Positive (FP), False 
Negative (FN), and True Negative (TN) to evaluate the results of ML 
classifiers [62]. TP means that ground truth and prediction are both 
positive. FP means that the ground truth is positive while the prediction 
is negative. TN means that the ground truth is negative, and the pre-
diction is negative, whereas FN means that the ground truth is negative 
and the prediction is positive. The specificity shows that a classifier can 
truly identify non-positive cases (Specificity = TN / (TN + FP )). The 
accuracy measures the success of classifying positive cases as positive 
and negative samples as negative: 

Accuracy =
TP + TN

TP + TN + FP + FN
(4) 

The precision, given in Eq. (5), shows how many positive examples 
are correctly predicted. 

Precision =
TP

TP + FP
(5) 

Recall, also termed sensitivity, measures the proportion of correctly 
classified positives, as shown in Eq. (6). 

Recall =
TP

(TP + FN)
(6) 

F1 represents the harmonic mean of the precision and recall values, 

Fig. 4. The architecture of a single-channel of the 3D-CNN architecture with residual blocks.  
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and can be calculated using Eq. (7): 

F1 = 2
Precision.Recall

Precision + Recall
= 2

TP
2TP + FP + FN

(7)  

4. Results 

Table 2 shows the performance results of 3D-CNNs with single- 
channel for 10 RSV subsets. The accuracy values were between 0.837 
and 0.877 for the testing data, as shown in Table 2. The DTI-based maps, 
namely WM, MD, and FA, yielded the best performance value, while GM 
images yielded the worst value. Fig. 5 illustrates the precision, recall, 
and F1 results of the CNN networks trained with DTI maps, WM, and GM 
separately. The ROC values for the DTI maps, WM, and GM were very 
similar (see Fig. 5 & Table 2). For this reason, the multi-channel 3D-CNN 
model was trained with all images (DTI maps + WM + GM) to classify 
upper-limb motor impairment. 

The multi-channel (DTI maps, WM, and GM) 3D-CNN was trained 
and tested with whole-brain images by 10 RSVs × 10 training iterations, 
as shown in Table 3. The overall Mean in Table 3 corresponds to the 
average values of the 100 training datasets, while the Mean of Maxs 
corresponds to the mean of the maximum values obtained from the 10 
subsets. The performance values of the DL model were found to be 
similar for both classes, as desired. 

The performance results of the multi-channel 3D-CNN for whole- 
brain images based on the 2 motor recovery profiles are given in 
Table 3. All values were very similar for the 2 classes, with the Good 
class yielding slighter better results than the Poor class. In this study, 
since the Good class included healthy volunteers, it can be assumed that 
healthy control images were successfully classified. 

Motor region maps were subsequently used as inputs of the multi- 
channel 3D-CNNs to classify the upper-limb motor impairment. 
Table 4 illustrates the test results of the models for 10 RSVs × 10 training 
times as in the case of whole-brain training. Considering all the per-
formance results in the Table 4, it can be concluded that the DL model 
cannot distinguish the two classes equally, as seen in specificity, preci-
sion, and recall values. 

In Fig. 6, the box-scatter plots of the CNN models trained and tested 
with the whole-brain and motor region images by 10 RSVs × 10 repe-
titions are given. According to the comparison of CNN models using the 
accuracy, specificity, and F1 values in Fig. 6, the 3D-CNN models trained 
with whole-brain images obtained the best results, as also observed in 
Tables 3 & 4. 

4.1. Results of other machine learning classifiers 

The results of the DL model trained on whole-brain images were 
compared with those obtained using alternative classifiers including k- 
NN, SVM, DT, RF, AB, and NB. Since DTI maps and MR images were used 
as inputs, images from the last convolution and pooling layers of the DL 
architecture were used instead of performing complex feature analysis. 
In the DL architecture given in Figs. 2 & 4, images and demographic data 
taken from the last pooling layer of 6 different channels were flattened. 
These 3073 features obtained from the flatten layer, and 256 features 
from the first and second FCLs were separately used as inputs of the ML 
classifiers. 

To further illustrate the satisfactory performance of the proposed 
method, we examined whether the employed data were statistically 
representative of the classes. Fig. 7a, 7b, and 7c show the t-SNE (Sto-
chastic Neighbor Embedding) visualizations of the features obtained 
from the flatten, first, and second FCLs of the 3D-CNN model, respec-
tively. The distribution in Fig. 7c shows that Poor features appear to be 
clustered more clearly. Therefore, it is concluded that the second FCL 
improved the distribution compared to the previous layers. Overall, the 
clustering patterns in the figure suggest that our dataset contains 
representative information for distinguishing Poor and Good classes. 

Table 5 shows the performance results of the ML classifiers for 3 
different feature datasets. SVM yielded the highest performance. In 
Fig. 8, the accuracy values of the DL-based ML classifiers and the multi- 
channel 3D-CNN model are given for comparison. Although SVM ach-
ieved a better performance values than the other 5 ML classifiers, the DL 
classified motor impairment with the highest AUC, accuracy, F1, and 
especially precision values, as shown in Tables 3 & 5. 

5. Discussion 

The present study used a multi-channel 3D-CNN model to classify 
upper-limb motor impairment in stroke individuals. A DL technique was 
chosen, since other ML classifiers require complex feature analysis and 
because the selection of the most accurate features was a major chal-
lenge. For motor classification using DL, a dataset of both stroke patients 
and healthy individuals from 3 different sources was compiled. The 
importance of DTI maps, GM, and WM integrity for motor impairment 
classification was determined using a single-channel CNN. It was 
investigated whether ROI (motor regions + CST) or whole brain per-
formed better when used as input in DL. The features obtained from the 
second FCL of DL as inputs were used for the ML classifiers to determine 
the best classifier for detecting upper-limb motor impairment. In the 
analysis of single-channel CNN, the performance values of DTI and MRI 
images were found to be very similar. In addition, WM, MD, and FA 
obtained yielded higher values, while the performance yielded by GM 
integrity was inferior. In the multi-channel 3D CNN, the whole-brain 
image analysis yielded better performance than ROIs. In addition, the 
highest ROC values were obtained for the 3D-CNN model with residual 
block, as revealed by the performance of DL and DL-based ML models. 

This paper aimed to determine which type of brain variables were 
the most informative for classifying the level of motor impairment. For 
this, a separate single-channel CNN was trained and tested for each 
image type using DTI maps, as well as GM and WM integrity extracted 
from MR images. Although the performance results were very similar, 
the best results were obtained using WM, MD, and FA, while the worst 
results were obtained when using GM images. DTI maps, as well as WM 
and GM integrity have been shown to be potential markers for evalu-
ating motor recovery after stroke [3,5–7,18–20]. For this reason, feature 
extraction was initially performed in parallel with the multi-channel 3D- 
CNN, where each of the DTI maps and MR images was applied to a single 
channel. These features were classified with both 3D-CNN and ML 
techniques. 

Two CNN models were trained and tested in which whole-brain 
images and ROI images were used as input. Our performance results 

Table 2 
Performance results of the single-channel CNN with single-channel for 10 RSVs.  

Channel Accuracy Specificity Precision Recall F1 

AD 0.860 [0.80 
0.93]* 

0.860 [0.80 
0.93] 

0.871 [0.81 
0.94] 

0.860 
[0.80 
0.93] 

0.859 
[0.80 
0.93] 

FA 0.870 [0.77 
0.93] 

0.870 [0.77 
0.93] 

0.885 [0.78 
0.94] 

0.870 
[0.77 
0.93] 

0.868 
[0.76 
0.93] 

MD 0.877 [0.83 
0.93] 

0.877 [0.83 
0.93] 

0.887 [0.85 
0.94] 

0.877 
[0.83 
0.93] 

0.876 
[0.83 
0.93] 

RD 0.863 [0.70 
0.90] 

0.863 [0.70 
0.90] 

0.879 [0.76 
0.90] 

0.863 
[0.70 
0.90] 

0.861 
[0.68 
0.90] 

WM 0.880 [0.80 
0.97] 

0.880 [0.80 
0.97] 

0.888 [0.80 
0.97] 

0.880 
[0.80 
0.97] 

0.879 
[0.80 
0.97] 

GM 0.837 [0.73 
0.90] 

0.837 [0.73 
0.90] 

0.845 [0.75 
0.90] 

0.837 
[0.73 
0.90] 

0.835 
[0.73 
0.90]  

* Mean [Minimum Maximum]. 
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were better than those reported in previous studies [23–25]. For 
instance, Rondina et al. [23] obtained ROI images by combining CST 
from MR images and the same motor and sensory regions as in the 
present study, which were selected using the AAL atlas. In their study, 
some voxels were eliminated when controlling for ROI intersections. 
Using the voxels in the ROI images, they classified upper-limb motor 
functions as Good and Poor using SVM and obtained an accuracy value 
of 90 %. They also trained SVM using voxels from whole-brain images 
and achieved an accuracy value of 80 %. Our study obtained an accuracy 
value of 91.7 % for the multi-channel CNN using whole-brain images 
and 91 % for the CNN-based SVM model. However, in their study, the 
dataset included images from only 30 S patients and did not include 
healthy controls. Therefore, the success of SVM in evaluating the motor 
functions for healthy controls was not available. In our study, since the 
Good class also included healthy controls, the corresponding accuracy 
(91.7 %) can thus be considered as successful for classifying healthy 
participants. In addition, although the study mentioned that only T1W 
MR images were used, CST masks were derived from DTI images ob-
tained in 9 healthy volunteers from a previous study [63]. In our study, 
performance results showed that multi-channel CNN trained with 
whole-brain images was more successful in classifying upper-limb motor 
functions than the one using ROIs. The reason for this may be that some 
information in the ROI images was lost as a result of convolution, 

pooling, and activation processes used in feature mapping in the deep 
network. On the other hand, analyzing with whole-brain images in DL 
eliminated the need for manual selection and complex feature analysis. 

In the literature, different ML techniques relied on various bio-
markers and their different combinations to reveal the contribution of 
each feature to motor score estimation and classification. For instance, 
Hope et al. [64] proposed a procedure to evaluate speech impairment 
post-stroke using lesion information segmented from T1-weighted MR 
images, demographics, and behavioral data of patients in non-linear 
regression models. They obtained a cross-validated R squared (R2) 
values between 0.01 and 0.84 for different biomarker combinations. In 
another study, Rondina et al. [43] decoded the motor scores of 50 
chronic stroke patients using a Gaussian Process Regression (GPR) 
model. The correlation coefficient (R) of the GPR model was between 
0.68 and 0.83 with the use of different inputs such as the whole brain, 
sensorimotor regions, CST, a mask of fMRI images obtained from 
healthy controls during handgrips, lesion location obtained from voxel- 
based lesion-symptom maps, and lesion-boundary mask [43]. Tozlu 
et al. [24] used five ML methods, namely elastic net, RF, artificial neural 
network, SVM, and classification and regression trees to predict and 
classify the FMA upper-limb scores using demographic, clinical, TMS- 
based neurophysiological, and regional dysconnectivity measurements 
from T1-weighted MRI inputs. The R2 values of the regression models 

Fig. 5. The precision, recall, and F1 results of CNN networks trained with DTI maps, WM and GM intensity maps.  

Table 3 
Performance results of the multi-channel 3D-CNN for the whole-brain images.  

Metrics Poor Good Overall 

Overall 
Mean 

AUC 0.877 [0.774 
0.940] 

0.877 [0.774 
0.940] 

0.877 [0.774 
0.940] 

Specificity 0.860 [0.674 
0.953] 

0.895 [0.780 
1.000] 

0.877 [0.727 
0.977] 

Accuracy 0.877 [0.770 
0.940] 

0.877 [0.770 
0.940] 

0.877 [0.770 
0.940] 

Precision 0.873 [0.741 
0.955] 

0.900 [0.802 
1.000] 

0.886 [0.772 
0.978] 

Recall 0.895 [0.780 
1.000] 

0.860 [0.674 
0.953] 

0.877 [0.727 
0.977] 

F1 0.879 [0.788 
0.940] 

0.873 [0.738 
0.940] 

0.876 [0.763 
0.940] 

Mean of 
Maxs 

AUC 0.917 [0.867 
0.967] 

0.917 [0.867 
0.967] 

0.917 [0.867 
0.967] 

Specificity 0.913 [0.800 
1.000] 

0.920 [0.733 
1.000] 

0.917 [0.767 
1.000] 

Accuracy 0.917 [0.867 
0.967] 

0.917 [0.867 
0.967] 

0.917 [0.867 
0.967] 

Precision 0.921 [0.833 
1.000] 

0.927 [0.789 
1.000] 

0.924 [0.811 
1.000] 

Recall 0.920 [0.733 
1.000] 

0.913 [0.800 
1.000] 

0.917 [0.767 
1.000] 

F1 0.916 [0.846 
0.966] 

0.916 [0.867 
0.968] 

0.916 [0.856 
0.967]  

Table 4 
Performance results of the multi-channel 3D-CNN for the motor region images.  

Metric Poor Good Overall 

Overall 
Mean 

AUC 0.850 [0.763 
0.900] 

0.850 [0.763 
0.900] 

0.850 [0.763 
0.900] 

Specificity 0.820 [0.613 
0.913] 

0.879 [0.793 
0.967] 

0.850 [0.703 
0.940] 

Accuracy 0.850 [0.763 
0.927] 

0.850 [0.763 
0.927] 

0.850 [0.763 
0.927] 

Precision 0.844 [0.709 
0.918] 

0.890 [0.823 
0.972] 

0.867 [0.766 
0.945] 

Recall 0.879 [0.793 
0.967] 

0.820 [0.613 
0.913] 

0.850 [0.703 
0.940] 

F1 0.852 [0.763 
0.928] 

0.839 [0.721 
0.925] 

0.846 [0.742 
0.927] 

Mean of 
Maxs 

AUC 0.887 [0.800 
0.933] 

0.887 [0.800 
0.933] 

0.887 [0.800 
0.933] 

Specificity 0.800 [0.600 
0.933] 

0.973 [0.933 
1.000] 

0.887 [0.767 
0.967] 

Accuracy 0.887 [0.800 
0.933] 

0.887 [0.800 
0.933] 

0.887 [0.800 
0.933] 

Precision 0.835 [0.714 
0.933] 

0.971 [0.917 
1.000] 

0.903 [0.815 
0.967] 

Recall 0.973 [0.933 
1.000] 

0.800 [0.600 
0.933] 

0.887 [0.767 
0.967] 

F1 0.897 [0.833 
0.938] 

0.873 [0.750 
0.933] 

0.885 [0.792 
0.935]  
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were between 0.70 and 0.91, on the other hand, the AUC values of these 
classification models and logistic regression were low, between 0.50 and 
0.63 [24]. On the other hand, the proposed DL-based method yielded 
high AUC values when using whole-brain images. In comparison with 
other studies where ML techniques other than DL were used, the clas-
sification performance when using whole brain information was lower 
[23], while feature selection and combining different biomarkers was 
also challenging [24,43]. Therefore, our results show that CNN can 

extract valuable features from whole-brain images in motor deficit 
classification rather than selecting specific features. 

Rehme et al. [25] classified the hand motor impairment of 60 in-
dividuals using a two-class SVM model according to 1 of 3 groups: hand- 
impaired stroke patients, non-impaired stroke patients, and healthy 
controls. They used functional connectivity maps between the ipsile-
sional primary motor area (M1) region and resting-state fMRI of the 
whole brain, as well as voxels of DWI lesion maps as inputs in the SVM. 

Fig. 6. Performance comparison of CNN Models between whole-brain (WB) and motor region (M) images, a) maximum performance results for 10 RSVs, b) per-
formance results for 10 RSVs × 10 repetitions. 

Fig. 7. t-SNE visualizations of the features obtained from the (a) flatten, (b) first, and (c) second FCLs of the 3D-CNN model.  
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The classification accuracy values using functional connectivity maps 
were between 0.83 and 0.88 when comparing control and non-impaired 
subjects, and the mean accuracy was 0.85. In comparison, SVM had an 
accuracy value of 0.74 using the voxels of DWI lesion maps [25]. Using 
DL-based SVM, our study found 0.91 as the mean accuracy value for 
diffusivity measures derived from whole-brain DTI images, as well as 
GM and WM obtained from structural MR images. Although it is 
meaningful to use features obtained from DL layers in ML models, the 
multi-channel 3D-CNN with residual blocks achieved the highest 
accuracy. 

The DL model using MRI-based images was able to predict motor 
recovery once the training was completed with correctly labeled classes 
using test scores. FMA scores were used as ground truth criteria in class 
labeling to prepare the data for DL training. FMA is widely used as a 
clinical and research tool to evaluate changes in motor impairment and 
motor recovery after stroke [65]. One limitation of the model is that 
FMA scores were obtained at one point only. Our study does not consider 
the motor recovery trajectory per se, including the underlying endoge-
nous neuroplasticity events taking place post-stroke [66]. In addition, 
while motor impairment of very severe stroke patients is usually un-
predictable using physical examination, including test scores, the 
structural integrity of white matter and CST-related changes can be 
accurately predicted using information obtained from MRI, such as 
lesion size and location [7]. The present study further demonstrates that 
there exist brain features that are associated with motor performance in 
individuals post-stroke. In this context, our study has shown that the 
proposed DL model was able to predict motor recovery using only 
neuroimaging data once the training was completed with correctly 
labeled classes using test scores. In the future, applying similar ap-
proaches to data with larger sample sizes corresponding to the acute, 
subacute, and chronic stages, longitudinal learning of recovery would be 
of interest. In particular, neuroimaging data and test scores of the motor 
recovery processes for the same patients followed in the clinics may 

result in better learning. Training DL models using a class-balanced 
dataset containing all stroke stages with a sufficient number of sam-
ples is a promising approach for predicting an individual’s degree of 
motor impairment and recovery. In the case of stroke rehabilitation, it is 
important to consider integrating traditional physical examination with 
imaging features for providing a more comprehensive evaluation of a 
patient’s progress. This could be done by harmonizing clinical tests 
across the cohorts being studied. 

A validation period with real-world data is needed for an AI-based 
model to ensure its effectiveness and safe use in clinics. Evaluation 
metrics are crucial when assessing a predictive model in validation 
period and clinical settings. High sensitivity is important to ensure that 
all positive cases are identified. On the other hand, high specificity is 
important to minimize the number of false positive predictions. Hard 
samples, which are difficult to classify because of their high similarity to 
healthy individuals, increase the FN, thus threatening the recall (sensi-
tivity) and F1-score performance. On the other hand, since the sensi-
tivity measure is more affected by FN, a low sensitivity value during 
clinical practice requires improving the model with a dataset enriched 
with hard examples. However, this risks increasing the FP rate, since 
hard sample data can be confused with healthy individuals. This risk can 
be measured with specificity and precision metrics more sensitive to FP. 
As a result, in clinical practice, high sensitivity and specificity values can 
be achieved by observing the balance between the classes of the data-
sets. The balance between classes will also improve accuracy and F1- 
score performance. 

This study achieved higher accuracy than traditional ML techniques 
in which feature selection is challenging. In addition, using whole-brain 
MRI and DTI metrics in the multi-channel 3D-CNN model has extracted 
richer features than ROIs. The best result obtained in this study is 
promising as to predict with high accuracy (92 %), but still, there is a 
proportion that is not well classified properly. This raises several ethical 
issues for the use of AI-based clinical support applications. These 

Table 5 
Performance results of the ML classifiers on the features of whole-brain images.  

Classifier Flatten FCL1 FCL2 

AUC Accb Specc F1 AUC Accb Specc F1 AUC Accb Specc F1 

KNN  0.833  0.833  0.800  0.842  0.870  0.870  0.833  0.878  0.863  0.863  0.853  0.867 
SVM  0.847  0.847  0.787  0.855  0.910  0.910  0.907  0.912  0.910  0.910  0.893  0.914 
DT  0.767  0.767  0.627  0.796  0.817  0.817  0.733  0.832  0.843  0.843  0.780  0.854 
RF  0.773  0.773  0.700  0.788  0.820  0.820  0.787  0.827  0.810  0.810  0.747  0.822 
AB  0.830  0.830  0.780  0.840  0.843  0.843  0.767  0.855  0.883  0.883  0.820  0.892 
NB  0.770  0.770  0.660  0.794  0.677  0.677  0.513  0.730  0.753  0.753  0.700  0.769 

aFCL = Fully Connected Layer. 
b Acc = Accuracy. 
c Spec = Specificity. 

Fig. 8. Accuracy comparison of ML classifiers.  
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applications are only as reliable as the data and algorithms used to 
develop them. There is always the possibility of error or bias, which 
could have detrimental consequences when establishing a diagnosis/ 
prognosis or choosing a treatment. For example, a healthcare profes-
sional who follows the wrong recommendation of a DL-based system 
could deny the necessary treatment/care, which could adversely affect a 
patient’s health. Before post-stroke predictive models can be imple-
mented in clinics, they would have to be tested with the class-balanced 
dataset containing longitudinal data across the different phases post- 
stroke. Such a model would have to integrate traditional physical ex-
amination with imaging features to provide a more comprehensive 
evaluation of a patient’s progress. This implies harmonizing clinical tests 
across the cohorts being studied. Continuous monitoring of the model 
performance and updating the dataset for each stroke phase and hard 
samples would also be needed. This monitoring should be carried out 
through collaboration between clinicians, researchers, and AI experts. 

5.1. Limitations 

There are some limitations in the present study. First, the motor 
impairment of stroke patients in Dataset-II and III was based on FMA 
scores, while a PCA score based on three different motor tests, including 
GS, NHPT, and BBT was used to evaluate motor deficits in Dataset-I. 
Since there is no matching value map between these two score groups, 
the motor profiles determined within each group may have adversely 
affected the classification performance. Second, the lesion sides of stroke 
patients with motor impairment and those without motor deficits were 
not heterogeneous. Although the images of the patients with lesions in 
the left hemisphere were flipped, perfect alignment could not be ensured 
because the brain is slightly asymmetrical due to morphological and 
functional differences between the hemispheres [67]. This asymmetry 
may constrain the performance of the computer-based analysis. 

The training process for the multi-channel CNNs was performed on 
the CPU due to GPU memory limitation, and therefore it resulted in a 
long training time. The sample size used in the CNN was 154. It is ex-
pected that DL performance would be higher if more samples would be 
added to the dataset. Furthermore, another way to improve the perfor-
mance of the DL model would be to increase the sample size using 
simulated DTI and MR images based on Generative Adversarial Net-
works (GANs). Unlike traditional data augmentation techniques (rota-
tion, flipping, scaling, etc.), GAN has been shown to be able to learn 
brain structure and anomalies and produce new data that cannot be 
distinguished from the real ones. This would lead to the production of 
brain images containing lesions with a location consistent with the 
motor score using GAN. Thus, the effect of data augmentation tech-
niques on the generalization ability of DL architectures in classifying 
motor impairment could be tested and observed. 

6. Conclusion 

The prediction of the level of motor impairment and expected re-
covery after stroke has received a great deal of attention in the past 
years. However, the prediction of upper-limb impairment based on brain 
features post-stroke remains challenging. This is due to the fact that 
combining different biomarkers, such as neuroimaging-based ROIs, as 
well as determining feature selection and dimension reduction methods 
for linear or non-linear models require trials using different combina-
tions and algorithms. The present study aimed to generate a classifier 
based on a DL approach to tackle this challenge. To our knowledge, it is 
the first study in the literature that has used DL or DL-based ML models 
on a dataset of this size in the context of stroke. The proposed approach 
developed a multi-channel 3D-CNN model with a residual block that 
evaluates a combination of multimodal feature sources without losing 
important but low-gradient information. 

The single-channel 3D-CNN trained with WM, MD, and FA achieved 
slightly better ROC values than the other diffusivity maps and GM 

images. The results suggest that our multi-channel CNN is able to extract 
important features from whole-brain images which include rich infor-
mation, rather than selecting features from ROIs such as lesions or motor 
regions. The proposed 3D-CNN model using residual blocks successfully 
identified motor deficits with an accuracy of 0.92. Our approach also has 
the advantage of not requiring feature analysis and manual region se-
lection, unlike other ML techniques. It has the potential to be easily 
implemented in clinical settings where big datasets are available. It 
could be used to better predict motor recovery early on after stroke, 
which could ultimately promote the use of targeted rehabilitation in-
terventions for maximizing the functional independence of these 
individuals. 
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[50] Y. Mäkinen, L. Azzari, A. Foi, Collaborative filtering of correlated noise: exact 
transform-domain variance for improved shrinkage and patch matching, IEEE 
Trans. Image Process. 29 (2020) 8339–8354. 

[51] O. Hauk, I. Johnsrude, F. Pulvermüller, Somatotopic representation of action 
words in human motor and premotor cortex, Neuron 41 (2004) 301–307. 

[52] Y. Cao, L. D’Olhaberriague, E.M. Vikingstad, S.R. Levine, K.M. Welch, Pilot study 
of functional MRI to assess cerebral activation of motor function after poststroke 
hemiparesis, Stroke 29 (1998) 112–122. 

[53] N. Tzourio-Mazoyer, B. Landeau, D. Papathanassiou, F. Crivello, O. Etard, 
N. Delcroix, B. Mazoyer, M. Joliot, Automated anatomical labeling of activations in 
SPM using a macroscopic anatomical parcellation of the MNI MRI single-subject 
brain, Neuroimage 15 (1) (2002) 273–289. 

[54] Q. Dou, H. Chen, L.Q. Yu, L. Zhao, J. Qin, D.F. Wang, V.C. Mok, L. Shi, P.A. Heng, 
Automatic detection of cerebral microbleeds from MR images via 3D convolutional 
neural networks, IEEE Trans. Med. Imaging. 35 (5) (2016) 1182–1195. 

[55] F. Behrad, M.S. Abadeh, An overview of deep learning methods for multimodal 
medical data mining, Expert Syst. Appl. (2022), 117006. 

[56] D. Nie, J. Lu, H. Zhang, E. Adeli, J. Wang, Z. Yu, D. Shen, et al., Multi-channel 3D 
deep feature learning for survival time prediction of brain tumor patients using 
multi-modal neuroimages, Sci. Rep. 9 (1) (2019) 1103. 

[57] S. Bianco, R. Cadene, L. Celona, P. Napoletano, Benchmark analysis of 
representative deep neural network architectures, IEEE Access 6 (2018) 
64270–64277. 

[58] S. Suganyadevi, V. Seethalakshmi, K. Balasamy, A review on deep learning in 
medical image analysis, Int. J. Multimedia Information Retrieval 11 (1) (2022) 
19–38. 

[59] K. He, X. Zhang, S. Ren, J. Sun, Deep residual learning for image recognition, in: in 
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 
2016, pp. 770–778. 
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