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Abstract: Schottky barrier diodes (SBD) are crucial in the electronics sector. The electronic properties
of SBD are characterized by three basic electrical parameters as the ideality factor (n), barrier height
(ΦSB) and series resistance (RS). These parameters are significant in designing and producing SBD.
This paper presents a comprehensive review of metaheuristic optimization techniques used to de-
termine the fundamental electrical parameters of SBD using experimental forward current–voltage
(I-V) characteristics. In the study, popular meta-heuristic optimization techniques, such as GA, PSO,
ALO, EO, DA, HHO, GWO, WOA, MFO, MVO, and SCA algorithms, are employed for the parameter
estimation of SBD. Among these chosen algorithms, meta-heuristic optimization techniques, such
as GWO, WOA, HHO and AHA, have been used for the first time in the literature for parameter
estimation of SBD. Firstly, parameter values have been calculated using experimental (I-V) character-
istics. Following that, the findings were compared to the values that had been estimated utilizing
optimization techniques. Moreover, the performance of meta-heuristic optimization algorithms in
determining the basic parameters of SBD was evaluated statistically. Results show that AHA has
higher and symmetrical estimation performance than other presented algorithms in determining the
basic parameters of SBD with R2 = 0.999925806, MAE = 2.79065 × 10−7, RMSE = 7.49521 × 10−7,
RE = 0.422088668, and STD = 7.68031 × 10−7 statistical values.

Keywords: Schottky diode; meta-heuristic optimization techniques; parameter estimation

1. Introduction

Metal–semiconductor (MS) contact plays a crucial role in electrical electronics tech-
nology and industry due to its efficiency and small size [1]. MS contacts are also called
Schottky barrier diodes [2,3]. Due to the position of Schottky barrier diodes (SBDs) in
semiconductor device technology, both experimental and theoretical studies continue to
be carried out. MS contacts have a wide working area to control electronic properties. In
particular, at low voltages, it has fast switching and rectifier features [2–5]. SBD can be used
in solar cells to prevent the rapid discharge of batteries, lead-acid batteries and switch mode
power supplies, microwave receivers to prevent transistor saturation, computer and radio
frequency (RF) circuits, and high-frequency systems, such as detectors and microwave
systems [6,7].

MS contacts are obtained by joining metal and semiconductors under high tempera-
tures and vacuum [7–9]. In general terms, contact means that two substances touch. The
contacting surfaces must be clean, smooth, and shiny. When two substances are brought
into contact, the metal and semiconductor bands bend to balance the difference between
the fermi levels, and there is an exchange of charge until the electrochemical potentials
(fermi levels) of both substances are at the same level. (I-V) and (C-V) measurement, which
are current–voltage and capacitance–voltage, respectively, are the most widely used meth-
ods to analyze the main parameters of SBD, such as Fermi energy levels, ideality factor,
and barrier height. These parameters are decisive factors in SBD performance and can
provide important information about the structural properties of these diodes. At room
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temperature, it was discovered that the ideality factor and barrier height values produced
by the C-V technique were greater than those obtained by I-V measurements [7,9–11]. Thus,
a lot of work has been performed and continues to be performed to examine the electrical
properties of SBD.

In recent years, in solving many problems, many approaches and optimization-based
applications have been presented in the literature by many researchers to determine the
parameters of SBD [12–26]. While some of these approaches use traditional metaheuristic
optimization methods, such as PSO and GA, some of them have used new modern meta-
heuristic optimization methods, which have been very popular in recent years. Wang and
Ye performed the determination of the barrier parameters for the SBD using the differential
evolution (DE) algorithm [27]. Karaboğa et al. showed that the parameters of SBD can
be determined using the basic artificial bee colony algorithm. The effectiveness of the
proposed algorithm in establishing the SBD’s parameters was evaluated by comparing it
with particle swarm optimization (PSO), simulating annealing (SA), and genetic algorithm
(GA) algorithms [28,29]. It was demonstrated in [30] that the equilibrium optimizer (EO)
algorithm may be used to find the parameters of SBD utilizing meta-heuristic optimization
techniques. Although different optimization algorithms are used to solve many prob-
lems, it is seen that new meta-heuristic optimization techniques developed in recent years
have higher estimation performance than approaches such as PSO and GA in addressing
optimization issues [31].

In this study, a comprehensive evaluation of the performance of meta-heuristic opti-
mization algorithms, which have grown in popularity in recent years and are commonly
employed in various optimization problems in estimating the RS, φSB, and n parameters
of the SBD, is presented. Meta-heuristic optimization algorithms, GA, PSO, ant lion algo-
rithm (ALO) [32], equilibrium algorithm (EO) [33], dragonfly algorithm (DA) [34], gray
wolf optimizer (GWO) [35], Harris hawk optimization (HHO) [36], moth–flame optimizer
algorithm (MFO) [37], multi-verse optimization (MVO) [38], whale optimization algorithm
(WOA) [39], sine–cosines algorithm (SCA) [40] and artificial hummingbirds algorithm
(AHA) [41], have been employed to find out the parameters of the SBD and the perfor-
mance of the algorithms have been evaluated statistically. Evaluating the performance of
meta-heuristic optimization techniques in determining the parameters of SBD includes
the novelty of the study. Particularly, current optimization techniques, such as GWO,
WOA, and AHA algorithms, were used for the first time in the parameter estimation of the
Schottky diode.

The study is composed of five sections as content. The Section 1 includes general
information about SBD and a literature review. In Section 2, experimental studies on the
construction of the Al/p-Si Schottky diode used in the study are presented. The Section 3
includes the optimization algorithms used in the solution of the presented problem. The
Section 4 contains a general description of the presented problem and the evaluation of the
results obtained. The Section 5 presents a general summary of the results obtained.

2. Experimental Details

The p-type silicon semiconductor employed in this investigation has an orienta-
tion of (100), a thickness of 525 nm, and a specific resistance that falls between 1 and
10 ohm. cm. The RCA cleaning procedure (i.e., first boiling in H2SO4 + H2O2 and then in
HCl + H2O2 + 6H2O for 10 min at 60 ◦C, in each stage) was applied to clean the p-Si wafer
chemically. Following the cleaning procedure, the matt surface was produced with 100 nm
thick aluminum metal using the thermal evaporation (deposition) technique. The sample
was annealed for three minutes in an oven that was prepared to 450 ◦C under nitrogen gas
before the ohmic contact procedure was completed. Using an aluminum metal thickness
control monitor, an ohmic contact was made after forming an Al/p-Si/Al layer with a
100 nm thickness using the thermal evaporation technique. The circuit structure of the
Al/p-Si/Al Schottky diode obtained in Figure 1 is shown. At a pressure of 4 × 10−6 ×Torr
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and in a vacuum, all evaporation processes were conducted. The sample’s current–voltage
measurements were obtained with a Keithley 4200 SCS.
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Figure 1. Schematic diagram of Al/p-Si/Al Schottky diode.

3. Optimization Algorithms for SBD Parameter Estimation

In this study, meta-heuristic optimization algorithms, GA, PSO, ALO, EO, DA, GWO,
HHO, MFO, MVO, WOA, SCA, and AHA algorithms, were used for parameter estimation
of the Schottky diode. As a result of the analysis obtained, the GWO, WOA, and AHA
algorithms are explained in detail in this section, as they have higher accuracy than the
other algorithms presented.

3.1. Gray Wolf Optimization (GWO)

The GWO algorithm, a meta-heuristic algorithm, has recently been applied to numer-
ous optimization issues [35]. It was created using the wolf’s social structure and hunting
methods as a model [42]. Gray wolves hunt in packs, and Figure 2 depicts the hierarchical
structure within the pack. The hierarchical structure of this structure is headed by the α. “α”
offers the best solution in a hierarchical order in the mathematical formulation of the GWO
method. β follows α, and δ andω follow β and define other solutions mathematically [43].
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When hunting, gray wolves encircle their victim. Equations (1) and (2) define this
siege [35].

→
D =

∣∣∣∣→C ·→Xp(t)−
→
X(t)

∣∣∣∣ (1)

→
X(t + 1) =

→
Xp(t)−

→
A ·
→
D (2)
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Here, “t” is the current iteration value,
→
A and

→
C are coefficient vectors,

→
Xp is the

location vector of the prey and
→
X shows the location vector of a gray wolf.

→
A and

→
C vectors

are calculated using Equations (3) and (4).

→
A = 2

→
a ·→r1

→
a (3)

→
C = 2

→
r2 (4)

Depending on how many rounds there are, the value of
→
a in these equations is defined

to drop linearly from 2 to 0.
→
r1 and

→
r2 are the values in the range of [0–1] assigned randomly.

The hunting of gray wolves is expressed in two main strategies, as follows.

i. Hunting

Gray wolves can spot and circle prey. When gray wolves hunt, the alpha typically
leads the prey. Sometimes other wolves also lead the hunt. It provides the best ideal answer
because it is the wolf that is closest to the prey. It includes details regarding the prey’s
location. The first best answer found using the hunting technique for the GWO algorithm
is recorded. Then all agents, including omega, continue to update their position compared
to the best agents, such as alpha and beta. This updating procedure is mathematically
described by Equations (5)–(8).

⇀
X(t + 1) =

⇀
X1 +

⇀
X2 +

⇀
X3

3
(5)

⇀
X1 =

∣∣∣∣⇀Xα −
⇀
A1·

⇀
Dα

∣∣∣∣ (6)

⇀
X2 =

∣∣∣∣⇀Xβ −
⇀
A2·

⇀
Dβ

∣∣∣∣ (7)

⇀
X3 =

∣∣∣∣⇀Xδ −
⇀
A3·

⇀
Dδ

∣∣∣∣ (8)

Here, in the iterative procedure,
⇀
Xα,

⇀
Xβ, and

⇀
Xδ g provide the top three answers, and

Equations (9)–(11) are used to determine
⇀
Dα,

⇀
Dδ and

⇀
Dδ parameters.

⇀
Dα =

∣∣∣∣⇀C1·
⇀
Xα −

⇀
X
∣∣∣∣ (9)

⇀
Dδ =

∣∣∣∣⇀C2·
⇀
Xβ −

⇀
X
∣∣∣∣ (10)

⇀
Dδ =

∣∣∣∣⇀C3·
⇀
Xδ −

⇀
X
∣∣∣∣ (11)

ii. Attacking Prey

The prey is attacked by gray wolves to end the hunt when it halts moving. The math-
ematical model of approaching the hunt is expressed by A. A decrease in the fluctuation
range of A is also made. The equation represents a value by expression (12). In this equation,
|A| in condition 1 makes the wolves attack their victim.

A = 2− 2·
(

t
Mak

)
(12)

The method is run between zero and the maximum number of iterations (Max),
where t is the number of times. The flow chart used for the estimate of SBD parameters
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using the GWO algorithm is displayed in Figure 3 in accordance with the methodology
discussed above.
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3.2. Whale Optimization Algorithm (WOA)

WOA is a meta-heuristic optimization method that is based on simulating humpback
whales’ feeding habits [39]. First, humpback whales search the region for their prey’s
position [44]. There are two different hunting methods used by humpback whales. Follow-
ing the investigation, they either use the helix location update approach or diminishing
circles to encircle their victim before attacking [45,46]. The time frame when whales search
for their prey is called the exploration of the search space. This period is defined as the
exploitation of the solution space created for the optimization problem as they approach
the hunt.
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(a) Exploration Phase

According to where each other are, humpback whales randomly look for their prey.
All whales except the reference whale must be forced to veer away from the reference
whale to locate the prey. The exploring phase cannot be completed unless this is done.
Equation (13) defines the situation’s mathematical expression.

→
D
′

=

∣∣∣∣→C ·→Xrand(t)−
→
X(t)

∣∣∣∣ (13)

→
X(t + 1) =

→
Xrand(t)−

→
A·
→
D
′

(14)

In these equations,
→
A and

→
C denote coefficient vectors,

→
X denotes the position vector,

→
Xrand denotes the position vector of a randomly selected whale.

→
A and

→
C vectors are

calculated using Equations (15) and (16), respectively.

→
A = 2

→
a ·→r −→a (15)

→
C = 2·→r (16)

In these equations, the
→
a vector stands for a number that decreases from 2 to 0 when

the optimization stages are carried out.
→
r vector is randomly defined in the range of

[0, 1]. From Equation (15), as can be observed, the range of the A vector is [−a, a]. In this

instance, only
∣∣∣∣→A∣∣∣∣ > 1 opens the search space’s exploratory phase. When the whale is

being exploited, |A| is lower or equal to 1, and its circles are getting smaller.

(b) Bubble-net attacking (exploitation phase)

In the simulation of the optimization algorithm of the behavior of humpback whales,
the bubble-net attack behavior is defined using two different structures. The first of them is
the siege of the prey by shrinking and encircling. A spiral updating position in relation to
the prey is the other technique.

i. Siege the prey by shrinking and encircling

When humpback whales locate their prey, they encircle them. The current optimal
solution in the WOA algorithm is considered to be the target prey. The optimal solution
value within the search space cannot be known. As a result, it is essential to update the
whales’ locations in accordance with the intended prey. Equations (17) and (18) provide a
mathematical description of this phenomenon.

→
D
′′

=

∣∣∣∣→C ·→X∗(t)−→X(t)
∣∣∣∣ (17)

→
X(t + 1) =

→
X
∗
(t)−

→
A·
→
D
′′

(18)

→
X
∗

is the position vector of the top solution ever found in these equations, and
∣∣∣∣→A∣∣∣∣ ≤ 1

describes the simulation of shrinking encircling. In this case,
→
a vector will represent the

descending state. Hence, a search agent’s new location can be set to any point between the
agent’s current location and the ideal location of the target prey.

ii. Spiral updating position relative to the prey

Calculating the distance between the whale and the prey is the initial step in the spiral
updating process of position relative to the prey. Equation (19) is used to create a spiral
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updating mechanism between the position of the whale and the position of the prey to
replicate the spiral motions of humpback whales.

→
D
′′′
=

∣∣∣∣→X∗(t)−→X(t)
∣∣∣∣ (19)

→
X(t + 1) =

→
D
′′′
·ebl · cos(2πl) +

→
X
∗
(t) (20)

The distance between a whale and the intended prey is indicated by the D vector in
this equation. The spiral’s shape is determined by the constant value b, which is created
logarithmically. The value of l is a random number between [−1, 1].

The two hunting techniques stated above are combined in the humpback whale’s
bubble-net attack technique. Equation (21) in the optimization algorithm defines the
optimization process for equal probability selection when the likelihood of realizing each
case is assessed as equal.

→
X(t + 1) =


→
X
∗
(t)−

→
A·
→
D
′′

p < 0.5
→
D
′′′
·ebl · cos(2πl) +

→
X
∗
(t) p ≥ 0.5

(21)

The flow chart of the WOA algorithm used in this study for the estimation of SBD
parameters is shown in Figure 4.

3.3. Artificial Hummingbirds Algorithm (AHA)

This section presents AHA, a bio-inspired optimization algorithm based on hum-
mingbirds’ clever behaviors. The following is an explanation of the three primary AHA
components [41].

Food sources
Hummingbirds
Visit table

xi = LowerBoundary + random(.) ∗
(

UpperBoundary − LowerBoundary

)
(22)

Here, i = 1, 2, . . . , n

VisitTable =

{
0 i f i 6= j

Null i f i = j
(23)

Here, i = 1, 2, . . . , n and j = 1, 2, . . . , n
Here, the null variables defined in the i 6= j VisitTable = 0 condition indicates that the

hummingbird visits the jth food source in the ith iteration and takes nutrients from the
food source.

3.3.1. Guided Foraging

These flight patterns can be expanded to a d-D space, where the axial flight is a
function of Equation (24).

D(i) =

{
1 i f i = randi([1 d])
0 else

(24)

The diagonal flight is defined using Equation (25).

D(i) =

{
1 i f i = P(j)
0 else

(25)

j ∈ [1, k], P = randperm(k), k ∈ [2, [r1·(d− 2)] + 1]
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As shown below, the omnidirectional flight is defined as
D(i) = 1 and i = 1, 2, . . . , d

The following is the derivation of the mathematical equation modelling the guided
foraging behavior and a potential food source:

vi(t + 1) = xi, tar (t) + a.D.(xi(t)− xi,tar(t))a ∼ N(0, 1) (26)

Here, xi(t) is the position of the ith food source at time t, xi,tar(t) is the position of the
target food source that the ith hummingbird intends to visit and a is a guiding factor, which
is subject to the normal distribution of N(0, 1) with mean = 0 and standard deviation = 1.

Equation (27) simulates how hummingbirds use varied flying patterns to guide their
foraging and allows each current food source to update its position about the target
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food source. The updated position of the food source in ith iteration is expressed by
Equation (27).

xi(t + 1) =
{

xi (t) f (xi(t)) ≤ f (vi(t + 1))
vi(t) f (xi(t)) ≥ f (vi(t + 1))

(27)

3.3.2. Territorial Foraging

After visiting its target food source, when the flower nectar has been consumed, a
hummingbird is more likely to look for a new food source than to go to other adjacent food
sources. Therefore, a hummingbird can quickly move to a nearby part of its territory where
it might discover a new food source as a prospective solution that might be better than the
current one. The mathematical formula that simulates hummingbirds’ territorial foraging
strategy’s local search for a potential food source is as follows:

vi(t + 1) = xi(t) + b.D.xi(t) b ∼ N(0, 1) (28)

The table of visits is updated. A hummingbird’s migration foraging route from the
nectar source with the lowest rate of nectar replenishment to a new one created at random
might be described as follows.

3.3.3. Migration Foraging

xworst(t + 1) = LowerBoundary + random(.) ∗
(

UpperBoundary − LowerBoundary

)
(29)

Here, xworst is the food source in the population with the lowest rate of nectar replenishment.
In Table 1, the AHA’s migrating foraging strategy is displayed as a pseudo-code.

Table 1. Pseudo code of AHA algorithm used in parameter estimation of SBD.

Input: n, d, f, Max, Iteration, Low, Up
Output: Globalminimum, Globalminimizer
Initialization:

For ith hummingbird from 1 to n,
Do xi = Low + r(Up-Low),
For jth food source from 1 to n, Do

If i 6= j
Then Visit_tablei,j = 1,
Else Visit_tablei,j = null,
End If

End For
End For

While t ≤Max_Iteration Do
For jth hummingbird from 1 to n, Do

If rand = 0.5 Then
If r < 1/3 Then perform equation (23)

Else If r > 2/3
Then perform Equation (24)
Else perform Equation (25)
End If

End If
Perform Equation (27)
If f(Vi(t + 1)) < f(Xi(t + 1))
Then Xi(t + 1) = Vi(t + 1)

For jth food source from 1 to n(j 6= tar,i), Do
Visit_table(i,j) = Visit_table(i,j) + 1
End For
Visit_table(i,tar) = 0,
For jth food source from 1 to n, Do

Visit_table(i,j) = max(Visit_table(i,j)) + 1,
End For

Else
For jth food source from 1 to n(j 6= tar,i), Do

Visit_table(i,j) = Visit_table(i,j) + 1
End For

Visit_table(i,tar) = 0,
End

Else
Perform Equation (9),
If f(Vi(t + 1)) < f(Xi(t))
Then Xi(t + 1) = Vi(t + 1)

For jth food source from 1 to n( i 6= j), Do
Visit_table(i,j) = Visit_table(i,j) + 1,
End For
For jth food source from 1 to n, Do
Visit_table(j,i) = max(Visit_table(j,i)) + 1

End For
Else

For jth food source from 1 to n(i 6=j), Do
Visit_table(i,j) = Visit_table(i,j) + 1,
End For

End If
End If

End For
If mod(t,2n) = = 0,
Then perform to Equation(28)

For jth food source from 1 to n(j 6=wor), Do
Visit_table(wor,j) = Visit_table(wor,j) + 1,
End For
For jth food source from 1 to n, Do
Visit_table(j,wor) = max(Visit_table(j,l)) + 1,
End For

End If
End While
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4. Results and Discussion

To define the characteristic parameters of the Schottky barrier diode as a general
optimization problem, understanding the diode’s thermionic emission model is essential.
This model is used to determine some current dependent properties of Schottky diodes. In
addition, with the help of this model, general mathematical expressions for the optimization
problem to be used in estimating the parameters of the SB diode are obtained. The equation
is the thermionic emission model’s expression for the relationship between the applied
voltage and measured current (30).

I = I0

[
exp
(

q(V − IRs

nkT

)
− 1
]

(30)

Here, the equation’s saturation current (I0) equals Equation (31).

I0 = AA∗T2exp
(
−

qφSB
kT

)
(31)

The Richardson constant is 32 A cm−2 K−2 for p-type Si. By using the natural logarithm
of both sides of Equation (30) and its derivative with regard to V, the following equation is
obtained to compute the ideality factors (n) of the diodes:

n =
( q

kT

) ( dV
dInI

)
(32)

A dimensionless parameter known as the ideality factor determines whether or not a
diode is ideal. The tunnelling current mechanism is dominant if the ideality factor (n) is in
the range of 1 to 2. In the case when n = 2, the generation recombination current mechanism
predominates. The leakage current is the dominating mechanism if n is greater than 2 [47].
ΦSB is calculated by the formula

ΦSB =
kT
q

In
(

AA∗T2

I0

)
(33)

The barrier heights and ideality factors for the Al/p-Si Schottky diode are provided using
the experimental data at room temperature and in the dark. Figure 5 show that forward and
reverse bias lnI-V plot of Al/p-Si structure with experimental data in the dark.

The ideality factor n and the barrier height in the dark are 1.27 and 0.82 eV, respectively,
as shown in Table 2. The ideality factor was found to be higher than 1. The existence of
inhomogeneities, interfacial states, and series resistance of the Schottky barrier can be used
to explain this outcome [48].

The series resistance of a Schottky diode is one of its key electrical characteristics.
One of the crucial electrical characteristics that can impact a Schottky diode’s ability to
conduct current is resistance (Rs). To determine the series resistance, various hypotheses
have been proposed in the literature. The Cheung–Cheung approach [19] is one of them.
This approach allows for two distinct approaches to determine the resistance:

dV
dInI

= IRs +
nkT

q
(34)

H(I) = IRs + nΦSB (35)

The voltage drop across the diode’s series resistance is referred to as the IR term.
Figure 6 displays the dV/d(ln(I))-I and H(I)-I graphs of the Cheung functions for the Al/p-
Si Schottky diode. Equation (34), which yields the graph of /dln(I)-I, is linear. As a result,
the series resistance may be calculated from this line’s slope. The graph of H(I)-I given by
Equation (35) is also linear. The barrier height of the diode and the series resistance, which
is the resistance of the neutral zone, are determined using the discovered ideality factor.
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Using Equation (30), the mathematical model of SBD according to the main parameters
RS, φSB and n can be expressed by Equation (36).

J(I, V, Rs, φSB, n) = I − I0

[
exp
(

q(V − IRs

nkT

)
− 1
]

(36)

By using optimization methods, with the aid of the fitness function, it aims to reduce
the discrepancy between the actual values and the calculated values depending on the
estimation parameters. RS, φSB, and n parameters are determined according to the most
appropriate fitness value. This makes it possible to determine the expected parameters
with greater accuracy. The fitness function utilized in this investigation is the equation
shown in Equation (37):

ε =

√√√√ 1
N

N

∑
i=1

log J(Ii, Vi, Rs, φSB, n)2 (37)

In this expression, Ii and Vi are the experimentally obtained current and voltage values
in describing the current–voltage characteristic of the diode. To increase the sensitivity of
the squared errors, the expression (37) was minimized by taking the logarithmic differences.
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The RS, φSB, and n parameters of the Schottky diode were estimated in this work using
the meta-heuristic optimization techniques, which have become quite common in recent
years and are used to solve numerous optimization issues. Meta-heuristic optimization
algorithms, ALO, EO, DA, GWO, HHO, MFO, MVO, WOA, SCA, and AHA algorithms,
are used in parameter estimation. Statistics have been used to assess how well the provided
optimization techniques performed in selecting the SBD parameters.

In parameter estimation, lower and upper limit values for RS, φSB, and n values have
been chosen in the range of [0–50], [0.1–1] and [1–2], respectively.

The number of agents and population size have been selected as 24 to evaluate the
performance of all algorithms under equal conditions. The best optimal GA parameter
was found using partially matched crossover and single gene mutation operations. The
parameter values that are used to determine the best SBD parameters for GA and PSO are
shown in Tables 2 and 3, respectively.

Table 2. Genetic algorithm (GA) parameter values are used in finding the optimal parameters of SBD.

Parameters Definition Value

Pop_Ini Number of the initial population ≤10−3

EliteCount The number of best individuals alive for the
next generation %10*Pop_Ini

Crossover Fraction The rate of gene exchange among individuals. 50%

StallGen_Limit Number of generations in which the cumulative change
in the objective function value is less than TolFun 103

TolFun Termination tolerance 10−6

TolCon Termination tolerance 10−6

The R2 test was used to examine the accuracy of the parameter values calculated as a
result of the optimization. To support the R2 test, the same calculation parameters were
used in each algorithm’s 1000 iterations and the standard division (STD), average relative
error (RE), root mean square error (RMSE) and mean absolute error (MAE) values were
calculated according to the results obtained. As a result, the performance of the presented
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algorithms was evaluated statistically. Equation (38) represents the R2 test’s mathematical
Formulation (38):

R2 =
∑n

i=1(ŷi − y)2

∑n
i=1(yi − y)2 (38)

Table 3. PSO parameter values are used in finding the optimal parameters of SBD.

Parameters Value

Maximum number of iterations 1000
Number of populations 24
Scientific coefficient (C1) 2.05

Social coefficient (C2) 2.05
Maximum inertia value 0.80
Minimum inertia value 0.35

In this expression, yi refers to the experimentally measured values of SBD. ŷi is
the values calculated from the regression equation, and y- represents the mean of the
experimentally obtained Schottky current data. Equations (39)–(42) are used to calculate
the statistical values of STD, RE, MAE, and RMSE:

STD =

√
∑n

i=1(xi − x)2

n
(39)

RE =
∑n

i=1(xi − x)
x

∗ 100 (40)

MAE =
∑n

i=1(xi − x)
n

(41)

RMSE =

√
∑n

i=1(xi − x)
n

(42)

The values that the optimization algorithm produced in each iteration are indicated
by the symbol xi in these equations, and the expression x denotes the average current value
depending on the number of samples.

Table 4 displays the parameter values that were determined using the proposed
optimization strategies. The statistical values calculated according to these parameter
values are shown in Table 5.

Table 4. Parameter values of SBD calculated with experimental and optimization algorithms.

Parameters n (Ideality Factor) φSB (eV) Rs (dV/dInI-)I) (ohm)

Experimental 1.273230 0.789760 8.93325
GA 1.279262 0.776652 8.36249
PSO 1.275795 0.777863 8.37176
ALO 1.275657 0.777885 8.03224
EO 1.279136 0.773287 8.31200
DA 1.275696 0.777878 8.34600

HHO 1.273829 0.778217 9.30367
GWO 1.275091 0.777986 8.28399
WOA 1.277677 0.777101 9.46847
MFO 1.275685 0.777882 8.26400
MVO 1.275618 0.777904 9.51667
SCA 1.272494 0.777173 9.96501
AHA 1.275505 0.781208 8.69276
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Table 5. Comparison of statistical results of meta-heuristic optimization.

Optimization
Algorithm R2 MAE RMSE RE STD

GA 0.,99969321 7.9632×10−7 3.4360×10−6 1.5782156 2.4436 ×10−6

PSO 0.9997831 7.9645 ×10−7 2.4665 ×10−6 1.2415643 2.2753 ×10−6

ALO 0.99990067 3.9162 ×10−7 1.1108 ×10−6 0.68958281 1.1382 ×10−6

EO 0.999702021 7.8382 ×10−7 2.3606 ×10−6 1.564636215 2.4189 ×10−6

DA 0.999900781 3.91767 ×10−7 1.1112 ×10−6 0.690049959 1.1386 ×10−6

HHO 0.999897706 3.76076 ×10−7 1.0644 ×10−6 0.645902239 1.0906 ×10−6

GWO 0.99990127 3.8364 ×10−7 1.0853 ×10−6 0.66870423 1.1121 ×10−6

WOA 0.99987100 3.43 ×10−7 9.4300 ×10−7 0.501374 9.6600 ×10−7

MVO 0.9999884223 1.86291 ×10−7 1.22281 ×10−6 0.763287647 1.25301 ×10−6

SCA 0.999992445 9.70813 ×10−7 2.71027 ×10−6 2.100782024 2.7772 ×10−6

MFO 0.999900841 3.91573 ×10−7 1.1105 ×10−6 0.689597838 1.1379 ×10−6

AHA 0.999925806 2.79065 ×10−7 7.49521 ×10−7 0.422088668 7.68031 ×10−7

The given methods have a high level of accuracy when describing the Schottky diode
characteristic, as shown in Table 3. The findings obtained with parameter values derived
from the AHA algorithm, however, have superior accuracy, according to the R2 test. Figure 7
shows a visual comparison of the characteristic curves derived based on parameter values
calculated using the GWO, WOA, and AHA algorithms, which have the highest statistical
accuracy among the presented techniques.
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Target and prediction values for each optimization strategy are shown in the same
figure to compare the estimating performance of those strategies using various tools. In
Figure 8, the x-axis represents experimental data, while the y-axis represents the results
of the optimization model. To grasp estimation accuracy in greater depth, it is important
to look at the data points’ placements in the figures that are being displayed. The data
points in Figure 8 are situated within the zero error line, which should be highlighted. The
placement of the data points on the zero error line demonstrates that the optimization
models are capable of making highly accurate predictions of the electrical properties of the
Schottky diode and the current value depending on voltage.
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5. Conclusions

Schottky diodes are increasingly being used in the electronics sector. Therefore, the
characterization of these diodes and the determination of electrical parameters are of great
importance. In this study, a comprehensive evaluation is presented able to define the
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determinability of the basic parameters of the Schottky diode such as ideality factor, barrier
height, and series resistance with the help of experimental data and optimization techniques.

In the study, the ant lion algorithm (ALO), equilibrium algorithm (EO), dragonfly algo-
rithm (DA), gray wolf optimizer (GWO), Harris hawk optimization (HHO), moth–flame op-
timizer algorithm (MFO), multi-verse optimization (MVO), whale optimization algorithm
(WOA), sine–cosines algorithm (SCA) and artificial hummingbirds algorithm (AHA) algo-
rithms, which are very popular in recent years, were used for parameter estimation of Schot-
tky diodes. The results from the estimation were statistically assessed, and the performance
of the presented optimization algorithms in the parameter estimation of the Al/p-Si/Al
Schottky diode was examined. The obtained results show that the artificial hummingbirds
algorithm (AHA) has higher estimation performance than ALO, EO, DA, HHO, GWO
WOA, MFO, MVO, and SCA algorithms with R2 = 0.999925806, MAE = 2.79065 × 10−7,
RMSE = 7.49521 × 10−7, RE = 0.422088668 and STD = 7.68031 × 10−7 in determining the
basic parameters of the Schottky diode.
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