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ABSTRACT In this paper, an automatic invoice processing system, which is in great demand among
private and public companies, was proposed. The proposed system supports all invoice file types that can
be submitted by companies. Companies can easily submit invoices to the system via the web interface or
email, and all invoices submitted to the system are queued and processed sequentially. If the invoice is
a text file, the invoice information is extracted from the text by using template matching. If the invoice
is an image, the text and table areas are detected and extracted. For table detection, we used both image
processing based and YOLOv5-based deep learning method. Cell extraction was then performed from the
extracted table images. As a result of these processes, all text and table cells were obtained as images and
these images were converted into machine-readable text using the open-source software Tesseract OCR.
Tesseract already provides trained models for English and Turkish. However, these models do not provide
successful results for invoices submitted by companies in Turkish. Therefore, the new fine-tuned model
trained with invoices in Turkish was used for OCR. The experimental results showed that the trained Turkish
model was more accurate than the Turkish and English models provided by Tesseract. In addition, the
YOLOv5-based table detection model was more accurate than the image-processing-based table detection
method.

INDEX TERMS Invoice processing, key fields extraction, text detection, deep learning, table extraction,

optical character recognition.

I. INTRODUCTION

With the increasing technological development and the
reduction of costs, digitalization has not only changed the
possibilities of people, but also the business world in terms
of production, marketing and management [1]. Intelligent
production according to Industry 4.0 standards, transporta-
tion tracking with IoT devices, and product recommendations
through the use of personal data are examples of the positive
effects of digitalization. On the other hand, management
is being facilitated by applications, services and electronic
transformations to meet needs such as managing human
resources in an electronic environment, tracking goods and
suppliers, and recording accounting processes. Enterprise
Resource Planning (ERP) systems, in particular, offer com-
panies a great advantage in management.
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ERP systems help businesses with resource planning by
integrating all core processes into a single system. These
systems offer great convenience as they can manage the
processes of many different departments such as manufactur-
ing, purchasing, finance, engineering, and logistics through
a single system. ERP systems, which also contribute to the
electronic transformation process of businesses, can man-
age many processes automatically. However, these processes
usually aim to solve the main needs of businesses such as
accounting transactions and logistics processes. If another
need arises specifically for electronic transformation, soft-
ware or an extension should be developed and integrated
into the business system. The management and record-
ing of incoming invoices automatically are one of these
requirements.

Invoices contain important information related to a partic-
ular business department, such as the total amount, taxpayer
identification number (TIN), information about the material
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sold, and the date. To ensure consistency between assets and
liabilities, expedite accounting, and establish strategies for
sales marketing, key fields of invoices are commonly used.
Typically, most companies use a traditional invoice manage-
ment system where invoice data is manually entered and
stored in hard copy in archives, which takes up a lot of time
and space. Moreover, businesses can get into financial and
legal trouble if some of the archived documents are damaged
or untraceable. Therefore, there is a need to manage invoices
without software that automatically processes, extracts and
stores important information in the ERP system.

Digitization of archived invoices has been studied in the
literature since before the 1990s. There are many studies in
the literature on digitization including not only on invoices
but also documents such as historical books, business letters,
and newspapers [2]-[4]. Many computer vision and machine
learning-based techniques have been proposed in the litera-
ture for invoice processing. Invoice processing can be divided
into four parts:

o Preprocessing: Invoices may contain noise because
they are usually scanned, so preprocessing should be
applied [5], [6].

o Text and Table Detection: Extraction of information
from invoices is performed using text and table regions.
Image processing techniques and convolutional neural
networks are commonly used in the literature for this
purpose [7]-[9].

¢ Optical Character Recognition (OCR): The obtained
images are converted into digitized text by OCR. There
are many studies on OCR in the literature and it is
available in many open source libraries [10], [11].

o Information Extraction: Extracting information from
invoices is one of the widespread topics in the lit-
erature. There are template-based and learning-based
network methods for extracting information from
documents [12]-[14].

Many methods have been proposed in the literature for
table detection in document images. Nevertheless, deep learn-
ing models have become the state-of-the-art approach. As can
be seen, object detection models in the literature were adapted
with fine-tuning for table detection [15]. Object detection
applications aim to detect objects in an image. By considering
tables as objects, table detection can be performed directly in
these models. Successful results are obtained in table detec-
tion are achieved with some minor adjustments and additional
operations.

In this paper, we propose an end-to-end invoice digitization
system that analyzes printed or digital invoices and extracts
key information. Since the goal of our study is not only to
find the important parts of invoices, but also to develop a
system that meets the requirements of invoice digitization
in enterprises, many different modules need to be processed.
Our study includes various steps such as determining the text
and table positions in the invoice image using deep learning
models, smoothing and extracting areas using various image
processing algorithms, digitizing the text of the extracted
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areas using optical character recognition methods, and devel-
oping an integration/web interface. Due to serve fine-tunable
models, we preferred the open-source application Tesseract
OCR in the text recognition phase, and The Turkish language
model was re-trained using 957 different texts in invoices.
Moreover, the system supports various document formats
such as PDF, XML, HTML and images, meeting almost all
enterprise requirements for digitizing invoices.

Although many different studies have been published in
the literature on digitising invoices as an academic study,
an application that meets the needs of enterprises from field
extraction to integration with ERP systems using object
detection with image processing techniques together has not
been intensively studied. Since the research and development
centre where the study was conducted provides a large num-
ber of Turkish invoices and deep learning models require a
large number of samples, our system works only on Turkish
invoice sheets so far. However, our system can be easily inte-
grated into another country’s invoice digitization processes
by simply changing the training datasets. So, the novelty
of our study is that developing an end-to-end system that
includes different processes instead of changing or improving
the algorithm.

The rest of the paper is organized as follows: Section 2
provides information on the step-by-step process of invoice
processing. Section 3 explains the materials and methods we
used. The application and developed algorithms for extracting
text and table parts are explained in detail in Section 4.
Section 5 contains the evaluation results from invoice pro-
cessing systems. Finally, Section 6 explains the conclusions
and future work.

II. LITERATURE REVIEW
The structure of invoices can vary by country, by type of busi-
ness, and even by company. Therefore, digitizing differently
structured invoices and extracting the key information they
contain requires applying some complex techniques to the
invoices. In particular, the challenges of recognizing parts of
tables and text, reducing noise on a document, and optical
character recognition have led to many academic and sectoral
studies on this topic. Gangal et. al. have applied various
morphological techniques such as dilation, erosion and open-
ing using the OpenCV library to remove blur and skewness
from the document image. The result of the study is that the
incoming image is preprocessed and prepared for the next
stage such as OCR. Morphological operations are also com-
monly used to locate text containing parts in an image [16].
El Khattabi er al. extracted the text regions of the images
using dilation and erosion operations. In order to determine
whether the found part contains text or not, an algorithm was
developed to check the structure of the part. [17]. In a similar
study, text regions of document images are identified based on
the differences between opening and closing operations [18].
There are also studies in the literature where image
processing techniques are used in all stages of invoice and
document processing systems. Y. Sun et al. have developed
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a system that detects and extracts invoice information using
the template matching method. First, the invoices, which
are images, are preprocessed. At this stage, the unneces-
sary background is removed, then invoice angle correction
is performed. The region with the requested information on
the invoice is determined by template matching. Finally, the
image is converted into machine text using OCR technol-
ogy [19]. S. Bhowmik et al. performed document layout
analysis for document image processing. The system called
BINYAS is based on connected components and pixel anal-
ysis. The classification process such as paragraph, graphic,
image and table are carried out with image processing
methods [20].

In addition to image processing techniques, deep learning
methods are also used to detect the tables on the document.
Tables in the document may be available in different layouts
and styles. It also happens that the borderlines of tables
may be deleted or not found at all. For this purpose, object
detection models can be used as well as deep learning models
developed especially for table detection [21]. Y. Huang et al.
modified the YOLOV3 [22] object detection model to make
it suitable for table detection. In the proposed study, the
anchor sizes used in YOLOv3 were adapted to be suitable
for tables. Nine different table sizes were determined using
the K-means clustering algorithm and the determined dimen-
sions were used as anchor sizes. Another improvement is the
post-processing of the obtained tables. This process ensures
that the areas between the detected table and the actual table
are eliminated. In the ICDAR 2017 dataset, an F-score value
of 97.1% was obtained with a threshold of 0.8 IoU (Intersec-
tion over Union) 15]. In another study, D. Prasad et al. used
Mask R-CNN [23] deep learning models for table detection.
In this study, it is shown that Convolutional Neural Net-
works (CNN) based object detection algorithms are also very
successful in detecting tables. State-of-the-art accuracy rates
were achieved in experiments with ICDAR 2013 and ICDAR
2017 datasets [24]. This proposal is also supported by other
studies in the literature [25], [26].

In addition, studies have been performed on the invoice
processing system for business use. M. S. Satav et. al. have
designed a system for managing invoices. The proposed sys-
tem, which is web-based, extract information from invoices
image and store them categorically. Thus, a better system
has been proposed for managing invoices. OpenCV library
is used for image processing techniques and the open-source
Tesseract library is used for OCR. The developed system is
suitable for small businesses and small amount of information
can be extracted from the invoice [27].

One of the most important stages of the invoice dig-
italization process is the Optical Character Recognition.
Shi et al. used CNN to recognize character of Chinese
invoices. They developed an algorithm that locates texts on
the documents using template matching and segments them
in order to piecewise processing. As a result, proposed system
obtained more than 99% character recognition accuracy. [28].
Gui et al., used Sobel filtering and residual network (ResNet)
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to recognize only value-added taxes (VAT) in invoices. Using
data augmentation methods, number of invoices in dataset is
increased and models are tested. Results show that ResNet
models obtained 99% accuracy while CNN stuck in 97% [29].

As a result of the OCR process, the data on the invoice
is obtained. However, it is necessary to extract information
from this data. M. Rusinol ef al. have proposed the extraction
of information from scanned invoices. The main purpose of
the proposed system is to require minimum human inter-
vention. Although the template model is learned using a
single annotated image, the model can adapt to new situations
with post-processed invoices. This ensures that different pat-
terns of the invoice can be absorbed [13]. Machine learning-
based approaches are also used for key field extraction.
Basivkar ef al. propose an algorithm that process multi-layout
unstructured invoice documents without any template. Text
regions which include key information are identified using
machine learning and feature extraction methods such as
Word2Vec, Glove and FastText. Besides, bidirectional long-
short term memory neural model also utilized to finding
key fields of invoice [30]. In another study, Graph based
convolutional models that effective and robust in handling
complex documents layout are used to extract and process
key field information of any layout without ambiguity. Along
with text and location box, original image is used as input
for deep model which includes CNN, BiLSTM and Graph
Convolution layers inside in. Models are tested over medical
invoices and train ticket documents and result shows that
proposed method obtained 87% and 98% mean entity F-1
score respectively [31].

The proposed end-to-end invoice processing system
includes many stages. However, in the literature it is focused
on a single topic such as table detection, text detection
and OCR technologies on document image. In addition, the
developed invoice processing systems do not cover all the
requirements of enterprises. Inspired by this deficiency in
the literature, a system was developed to cover all the needs
of enterprises by integrating with ERP systems, using object
detection and image processing techniques together. Another
contribution of this paper is the ability to work with most
incoming file types such as HTML, XML, PDF and image
formats.

IIl. MATERIALS AND METHODS
A. INVOICE QUEUING

Due to data loss and latency, effectively managing incom-
ing request from various clients in a web service is a cru-
cial step for the service provider. To address that problems
message brokers have been started to be used in order to
manage incoming request efficiently. Message brokers are
inter-application or inter-service communication technology
that enable communication with exchanging information.
By this way, applications that are written in different pro-
gramming language can talk interdependently. In need of
guaranteed delivery brokers stores requests in a queue until
the consumer application process them. Our system process
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invoices in two ways, through web interface or e-mail listener
system. Therefore we used ActiveMQ Artemis (AMQA),
[32] which is an open source queuing system.

The AMQA project is a high performance asynchronous
messaging system and is an example of Message Oriented
Middleware (MoM). The asynchronous system design allows
efficient use of hardware resources and full utilization of
network bandwidth. Another feature of the system is that
it provides reliable messaging. Even in the event of system
failure, it guarantees that the message will be delivered to
consumer once and only once.

B. MOROHOLOGICAL OPERATIONS

In this paper, one of the image processing techniques used
in the system is morphological operations. In morphological
operations, an output image is obtained as a result of applying
a structured element (SE) to the input image. The basic mor-
phological operations are erosion and dilation. Other mor-
phological operations consist of a combination of these two
operations. In general, morphological operations are used for
noise removal, cleaning of individual elements, filling holes
and joining broken part of object. Erosion, dilation, opening,
closing, morphological gradient (MG), hit and miss transform
and thinning were used as morphological operations in this
study.

C. TESSERACT OCR

OCR is a system that converts any type of printed text
such as images, scanned or handwritten documents into a
machine encoded format. There are many applications for
OCR systems such as plate recognition, identity recogni-
tion, information extraction, converting handwritten books
into digital form, and making scanned documents searchable.
However, due to the variety of languages, fonts, styles, for-
mats and differences between languages, the applicability of
OCR has become difficult in some cases. Therefore, there are
many proposed applications and studies in the literature and
communities. One of them is Tesseract OCR.

Tesseract, which was developed between 1984 and 1994 by
HP and released as open source in 2005, is an OCR library
that contains more than 100 different fonts. This advanced
solution includes some useful modules such as a layout ana-
lyzer and a connected component analysis to find the position
of words in the printed text. It converts not only regular
texts, but also uniform blocks and vertically aligned texts.
In addition, the library allows training models and adding new
characters that are not available in Tesseract by using custom
images and text in a suitable format. After version 4, Tesseract
began to use long-short term memory (LSTM) networks to
increase the predictive accuracy of particularly long texts. For
this reason, it started to be used more widely in the literature.

D. DATASET

Due to the obligations of digital transformation by the author-
ities, medium/large companies in Turkey have to use invoices
in electronic form. Since the proposed system is a real-time
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TABLE 1. File types of invoices with train test split.

Invoice Type # Invoices # Train Invoices  # Test Invoices
Image 140 112 28
Image PDF 1057 845 212

Vector PDF 2480 - -
XML -HTML 1629 - -
Total Invoices 5306 957 240

FIGURE 1. Some of the sample invoices included in the dataset. (Some
parts of the invoices are frozen due to sensitive information.)

application, it should process invoices not only in image
format but also in other formats. Therefore, our proposed
system provides for the processing of invoices that can be in
PDF, XML, and HTML formats as well as in image format.

In order to evaluate the performance of the proposed sys-
tem, 5306 electronic archive invoices were collected from six
different large companies. The quantitative information by
type of invoices and the samples in the dataset are shown
in Table 1 and Fig. 1, respectively. The PDF invoices were
collected in two different formats: text embedded vector and a
PDF image. If a PDF file contains embedded text, that file was
treated as text and processed by the invoice reader module
rather than the image module. Otherwise, the PDF file was
converted to an image.

957 of the invoices in image and image PDF type listed
in Table-1 were used for the training process of the deep
learning and optical character recognition model to increase
the performance. Those samples were not used in the testing
phase. Deep learning and optical character recognition model
was tested using the 240 test invoices. Since there is no
training in the vector PDF, XML and HTML files, they are
not separated as test and train.

IV. APPLICATION
The proposed application consists of five main modules:
web and mail, invoice reading, image processing, OCR and
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information extraction. The invoice processing operation
begins with one or more requests from the web or email.
These requests are received by the reading module to process
the invoice. If target invoice is an image, the image processing
module (IPM) is activated to extracts the tables and text
on the invoice. The table and text images are processed in
the OCR module and converted to machine-readable text.
Subsequently, information extraction is performed on the
obtained text to extract necessary information from invoice.
The extracted information is stored in the database and dis-
played to the users via web module. In addition, companies
can manage incoming invoices automatically by integrating
this incoming invoice information with the ERP systems in
which they are used.

Different programming languages and libraries were used
to develop each modules of the proposed system. In this
context, React, Java and Python were used to develop web
module, reading - email module and image processing - OCR
modules respectively. In addition to programming languages
or platforms, many additional libraries were used to develop
the OCR modules. In this module, image processing meth-
ods were developed by using OpenCV libraries and images
were converted to machine text using Pytesseract [33] library.
All of these modules, which were developed by using several
programming languages, have to work in integration with
each other for a seamless system. However, it is inevitable
to use many configurations for all these modules. Virtual-
ization techniques are commonly using to solve problem in
today’s technology. In this study, each module was virtualized
using Docker technology, which is a computer program that
provides operating system level virtualization, also known as
‘““‘containerization”, to compile and deploy system quickly.

A. WEB AND E-MAIL MODULE

Our system accepts invoices via web or email. The web
part is one of the parts that greet users and initiate invoice
processing. Users can submit invoices as single or multiple
invoices via the web interface or via email. After the invoices
are processed, users are presented with information about
the invoices. Invoices sent by email are listened in the back-
ground via a web socket to access information in the invoice
that received by mail. The general system settings can also be
adjusted via the web interface. For example, the email address
to which the invoice should be sent can be edited via the web
interface. There is also a web interface where all invoices can
be listed, searched and analyzed.

Invoices can be delivered simultaneously via the web inter-
face and via email. Incoming invoices from both the web
and email modules are queued and processed one after the
other. For this purpose, the AMQA message service is used
in the end to end invoice processing and key fields extrac-
tion system. Here invoices can be considered as a message.
In addition, after a system failure, undelivered invoices are
automatically reloaded when the system is restarted.
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FIGURE 2. Computer vision based invoice processing system stages.

B. INVOICE READING MODULE

This module handles all invoice processing requests that
come from both the web and mail modules. Invoice reading
module is activated according to result of invoice filtering
method where the type of file (image, PDF, XML and HTML)
are determined by it. If the invoice type is an image, the
invoice will be sent to the IPM, thus, invoice reading module
are not activated. Other invoice types such as PDF, HTML,
and XML are processed by the invoice reading module. Since
HTML and XML files are text files, they can be processed
directly. Therefore, the invoice information in these file types
can be easily accessed.

In the first phase of invoice reading module, PDF files are
tried to be read to find out if the PDF consist of and image
or a text. If it is not possible to extract the text from the PDF,
it is assumed that the invoice is an image, and the invoice is
sent to IPM. In some cases, even if PDF files contain text,
the desired information cannot always be obtained. In some
invoices, some information such as universally unique identi-
fier (UUID) and TIN cannot be read. In this case, a request is
sent to the IPM only for information that cannot be obtained.
Thus, the information extraction is performed by combining
the texts received from the image processing and invoice
reading modules.

C. IMAGE PROCESSING MODULE (IPM)

In this section, a computer vision based algorithm for invoice
processing is proposed. The system consists of four main
stages: preprocessing, table and text detection, cell extraction,
and post processing. These steps are shown in Fig. 2.

1) PREPROCESSING
In the preprocessing stage, the general structure of the invoice
is checked and all invoices are resized to the same width.
Because some invoice images may contain large gaps, the
invoice font size may decrease significantly while resizing.
The invoice region is obtained by using the close operation
with a large sized structured element to prevent font sizing
decreasing problem.

In addition, scanned invoices are sometimes slightly
rounded. In this case, the rotation angle of the invoice must
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be determined. Generally, the detection of the image angle is
performed by detecting the lines on the image, and lines are
generally detected by Hough Line Transform [34]. However,
this method works very slowly when the image resolution
increases [35]. Since our invoices can have a large resolution,
it is necessary to find invoice angle using a much faster
method. In this paper, table edges were used to determine how
many degrees to rotate the invoice. To do this, the largest table
was determined and angle of rotation was found using lines
of this table.

2) TABLE AND TEXT DETECTION WITH IMAGE PROCESSING
After preprocessing the invoice image, the next step is to
find all the table and text expressions on the invoice. Some
invoices may have noise and problems caused by user error
such as blurring, illumination problems, and low resolution.
In addition, undesirable shapes such as signatures and stamps
on the invoice and undesirable situations such as pale or
missing table edges are common. Therefore, it is important
to select algorithms that eliminate these undesirable situa-
tions as much as possible and detect table edges in the best
way.

This phase is divided into three sub-steps: edge detec-
tion, table and text extraction, and table angle control. These
steps and the relationship between them are shown in Fig. 3.
If insufficient contours, text, or tables are detected from the
invoice as a result of table and text detection step, system
returns the edge detection step to obtain clearer image.

In this section, the MG method is used to find edges. The
MG is applied to grayscale images, then the obtained edge
image is converted to binary image with the specified thresh-
old value. By default, the threshold is the average intensity
value of the MG operation. If the invoice processing is not
good enough, the threshold value is determined according
to the OTSU method and the invoice processing steps are
performed again.

Since the preprocessing step is applied to the invoice,
it can be assumed that the text and tables in the invoice are
horizontal. Therefore, when a vertical closing operation is
applied to the invoice, the text areas merge into one piece.
Fig. 4 shows the results of the MG operation, edge detection,
and close operation of the image with the UUID.
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FIGURE 4. Detection of the text region on the invoice. (a) Original text
region, (b) MG operation result, (c) edge detection result, (d) Close
operation result.

FIGURE 5. (left) Original invoice image (right) Result of edge extraction
and noise removal. (Some parts of the invoices are frozen due to
sensitive information.)

Since the process shown in Fig. 4 is applied to the entire
invoice, all text and table contours in the invoice can be
obtained. However, due to the unwanted parts on the invoice,
there may still be a large number of contours that need to be
eliminated. First, these contours are eliminated according to
the defined rules that are given below:

o The area of the region must be of a specific size to
eliminate small contours in the invoice.

o The aspect ratio, width, and height of the region must be
within a certain range for it to be accepted as text or a
table [17], [36].

« Within the bounding box of the image shown in Fig. 4 d,
some white area is to be expected.

o The ratio of height and width between region and invoice
should not exceed a certain size.

o The mean of the region and the median of the invoice are
expected to be close to each other.

« If the size ratio of any contour is 85%, it can be assumed
that the entire invoice consists of a single contour. In this
case, the actual invoice is determined based on the
detected contour coordinates and the process is restarted
with edge detection.

o In cases where a sufficient number of contours cannot
be obtained, it is assumed that the text and table parts
are combined. In this case, the threshold value is deter-
mined by the OTSU method and the invoice processing
is restarted from the edge detection step.
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As a result of all these processes, the invoice image given
in Fig. 5 was obtained. As can be seen in Fig. 5, the edges
of the table are also connected. In this way, tables can be
easily extracted and processed. There are 4 tables in the
sample invoice. From top to bottom, these tables are called
the information table, item table, amount table, and note table.
It is seen that the item and amount tables are adjacent in the
sample invoice. The other white areas are processed as text
regions.

The main problematic part of the invoices are the item and
amount tables. Item and amount tables are usually adjacent
on the invoice. These two tables must be separated in order
to successfully read the tables. In addition, noises such as
text, signature, and stamps that are later inserted into the
invoices cause more than one table to merge or protrusion
the edges of the tables. The item table and amount table
was the largest contour determined on the invoice. In the
further step, closing or opening processes are applied to
remove noise from the table region. These processes filled
the gaps and remove the noise, even if it is large. The item
and amount tables and their cleaned versions are shown
in Fig. 6.

Fig. 6 shows the original table images in the top row and
the cleaned table images in the bottom row. An example that
combine 3 tables is shown in Fig. 6 (c). Here the bottom table
is stored as a separate table as it was separated after cleaning.
An example where the edges of the table are not clear can be
found in Fig. 6 (b). As can be seen in the figure, the gaps in
the contour are filled using the close operation. As a result,
both the table has been detected and the noise has been largely
eliminated.

Now that the tables are cleared of noise, the item and
amount tables can be separated. As can be seen in the cleaned
images in Fig. 6, the adjacent tables consist of six vertices.
In this paper, the Douglas-Peucker algorithm [37] is used to
reduce the number of points on the contour. Under the given
78404
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FIGURE 7. Points obtained by Douglas-Peucker algorithm. a) Adjacent
tables consist of six vertices after Douglas-Peucker algorithm, b) Example
case where table regions cannot be completely noise-free. As a result of
the Douglas-Peucker algorithm, the number of points may be exceed six.
In this case, the coordinates of the tables are estimated.

circumstances, the Douglas-Peucker algorithm reduces the
number of points to six. However, in cases where the table
regions cannot be completely cleared of noise, the number
of points may exceed six. In this case, an attempt is made
to estimate the coordinates of the table. The cases where the
number of points as a result of the Douglas-Peucker algorithm
is 6 and 8 are shown in Fig. 7. As can be seen in Fig.7 (b),
the number of points can be more than six in cases where the
noise cannot be completely eliminated.

When the number of edge points is six, the tables can be
easily found. While the item table can be found with points
P1, P2, P3, and P6, the amount table can be found with points
P2, P3, P4, and P5. In cases where the number of points is
more than six, the coordinates of the table were estimated.
There are certain ratios in the width and height values of
the item table and the amount table. When the invoices
were examined, the width of the item table is approximately
2.6 times the width of the amount table. Similarly, the height
of the item table is 2 to 7 times greater than the height of
the amount table. This information can be used to calculate
the start and end points of the tables. While the coordinates
of the item table are calculated with the points P1, P2, P4,
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P5 and PS8, the coordinates of the amount table are calculated
with the points PS5, P6, P7 and P8.

Other contours determined as tables were preprocessed
using the opening operation. After preprocessing, a point
reduction was applied to the contour data using the
Douglas-Peucker algorithm. Since these tables have a rectan-
gular shape, the algorithm was expected to return four points
that was used as a coordinates to extract table image. Finally,
all remaining contours were stored as text.

Although, angle correction on invoices was applied in the
preprocessing step, minor angle problems may occur in tables
due to image distortions. Therefore, in the next step, the angle
control is also performed for tables and the table is rotated
according to the detected angle.

Finally, two checks were performed to understand whether
or not the invoice has been processed correctly. The first one
was the number of texts and tables that were recognized.
Invoices usually have 4 tables and many text sections. Since
our goal was to design a system that can generally handle
all invoices, the minimum number of texts was set to 9 and
the minimum number of tables was set to 2. The second
check was about the maximum table height. Considering
the general structure of the invoices, it is clear that there
were not very large tables. However, in noisy invoices large
contours can be gotten. In this paper, 70% of the invoice
height was determined as the maximum table height. If this
value was exceeded, the invoice processing was considered to
be incorrect. In this case, the threshold value was determined
according to the Otsu method and the invoice processing was
restarted from the edge detection phase.

3) TABLE DETECTION WITH DEEP LEARNING

Table detection is difficult due to some problems such as
adjacent tables, missing boundary lines and faintness. Despite
these difficulties, table detection using only image processing
techniques reduces the overall success of the system. For
example, in cases where the item table and amount table
are combined, determining table positions using only image
processing methods makes the system sensitive to noise.
Therefore, Deep Learning-based object detection models
were used to detect the tables on the invoices. First, the tables
on the invoices were labelled according to their types and the
model training was performed.

In this study, the models YOLOvS [38] and Mask R-CNN
were compared with respect to the detection of tables
over invoices. YOLO is a well-known deep learning model
for object detection and localization tasks. Unlike other
deep learning models, YOLO outputs the bounding box
position and category through the neural network, increas-
ing the final prediction speed of the model. Since 2015,
researchers have evolved the YOLO model from vl to v5
with various architectural improvements to achieve opti-
mal performance and higher speed [39]. Due to its flexible
architecture with multiple networks, lightweight pre-trained
models and higher speed, we preferred YOLOvVS in our
experiments.
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Mask R-CNN, on the other hand, is a model based on
Region-Based Convolutional Neural Network (R-CNN) that
uses multiple bounding boxes over the object to classify
multiple image regions into the proposed class. The unique
feature of Mask R-CNN is that it outputs the object mask,
which is crucial for segmentation, along with the class label
and a bounding box offset. The mask information can be used
to extract only the object region and not the bounding boxes.

Both models were trained with pre-labelled invoice exam-
ples containing tables with bounding boxes. The results of the
experiment showed that both models achieved similar object
detection accuracy, but the YOLOvS5 model was preferred
in the end-to-end system due to its higher speed and lower
system requirements [40].

The table detection module was designed to find loca-
tions of 3 tables: Information, amount, and Item. Although
the models can successfully detect the table position
in the invoice image after the training process, some
post-processing is required, such as angle control and gap
filling, to improve the detection accuracy of the image. The
angle control step is applied when a curvature is detected
on the table, and the curvature is corrected. Due to Deep
Learning, sometimes the object detection cannot find the
exact position of the tables, and the edge lines of the tables
cannot be detected. In addition, the lines may be erased due
to noisy images. In both cases, the developed edge detection
algorithm is applied to the images to prepare the tables for
cell extraction.

4) CELL EXTRACTION

At this stage, each cell image in the tables was extracted and
stored using row-column logic. In order to detect table cells,
the table lines must first be obtained. It is possible to obtain
the table lines using morphological open operations. The ver-
tical kernel was used to find the horizontal lines of the table
and the horizontal kernel was used to find the vertical lines of
the table. The detected lines were then merged by combining
the results of both kernels. However, the table lines were
not always detected optimally. There may be missing edges,
broken parts or noise in the table lines. Therefore, the table
fix operation was applied to the table lines to remove these
irregularities.

Morphological operations were applied to the detected
table lines. Small broken parts in the table lines were repaired
using the close operation and the opening operation was
used to remove noise such as signatures, stamps, and lines.
Because, the table line may become smaller after opening
and closing operation, the table lines were expanded using
the dilation operation and it was ensured that they fit exactly
to the size of the table.

In the next phase, table edges were completed using the
opposite edges, when tables have faded or missing edge lines.
The table lines may be very thick after the morphological
operation. Therefore, hit-and-miss transformation, which is
also one of the morphological operations, was used to thin
out these thick lines. The thinning process creates single-pixel
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FIGURE 8. Table edge correction results.

edges. Therefore, gaps may appear at the edges of the cropped
image. These gaps lead to incorrect cell detection results.
To solve this problem, erosion and dilation operations were
applied to the table image.

After table fix process was completed, cell extraction was
performed. The results of the table fix algorithm are shown
in Fig. 8 where the top row shows the original images of
the table rows, the middle row shows the repaired images of
the table rows and the bottom row shows the result of the
thinning process. As can be seen in Fig. 8, thick lines that
were obtained after morphological operations were thinned
out in the last phase.

5) POST PROCESSING

After extracting the cell images from the table, some cell
images may have table lines. Cleaning up the edges in the
image is necessary for a successful OCR operation. By exam-
ining the edge pixels, the table lines were detected and the cell
images were cropped based on the detected coordinates. After
this process, the cells were extracted and stored in matrices
according to the table structures.

Before the OCR process, it should be checked whether
the table rows contain text or not. Trying to read cells in all
rows with OCR causes a high demand on processing power.
Therefore, the blank rows in the table were determined and
not included in the OCR process. Peak-to-peak intensity was
used to determine the empty rows and was calculated using
equation (1).

> 7 [max (cell;) — min (cell;)] .
n

T ey

where n is the number of cells in a row and 7 is the threshold
value indicating the minimum intensity value. In this study,
the T value was set to 70. If the result was True, it means that
there was text in the row. The operation given in equation
(1) was applied to all the rows in the tables. Thus, only the
filled rows were processed. In this way, both text images
and cell images were extracted from the invoice. Submitting
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FIGURE 9. Training process of TTUR model.

the obtained images directly to the OCR module decreased
the success rate because cropping operations generally sep-
arated text regions exactly. In addition, table cells can be
right-aligned or left-aligned. Therefore, adding small padding
to each image increased OCR success.

D. OCR MODULE

After post-processing the invoice, the images are sent to the
OCR module to recognize the text they contain. Due to the
low OCR performance in long texts, text blocks and table
cells in the invoice were tried to be processed by dividing
them into separate images. The disadvantage of this approach
is that processing time increases greatly because the optical
character recognition module is called frequently. For these
reasons, the OCR module was designed to process incoming
images in parallel to reduce runtime while maintaining the
highest level of performance.

The language models included by default in the Tesseract
library have been trained with more than 100 vectorial fonts
such as Arial, Times New Roman, Calibri, etc. Therefore,
the default models can achieve a lower error rate when vec-
tor (PDF-like) invoices are processed. However, our model
should be able to process and convert scanned or photo-
graphic images that contain noise such as pepper and salt,
which reduces character recognition performance. In addi-
tion, images containing special characters such as percent
signs (%) and at-signs (@), where the Tesseract model has
low performance, need to be better recognized. Since the data
to be processed in the system are invoices with financial infor-
mation, the accuracy of text prediction is crucial. Otherwise,
inaccurate prediction of a fiscal value can lead to losses or
confusion in financial reports. Therefore, it was necessary
to optimize the optical character model to ensure the most
successful recognition results.

To meet these requirements and improve the recognition
of invoice text, the models should be re-trained with Turkish
text and special characters. Thanks to the Tesseract library,
it is possible to fine-tune the existing models using images
and text in images. Training process of Tesseract requires
images and annotation files, that shows text location on
images, for both train and validation of model. Therefore,
the texts and their positions were extracted from 957 invoices
and converted to a suitable file format. Then, the Tesseract
training script was run with the invoice images, annotation
files, and default Turkish model. The script generated an
optimal Turkish model called “TrainedTUR (TTUR)” by
updating the network weights within the model to maximize
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the accuracy of the validation data. The general flow of the
Tesseract training process is shown in Figure 9.

E. INFORMATION EXTRACTION MODULE

The information extraction module extracts key field infor-
mation from digitized text converted by the OCR module. The
information in the invoices can be grouped into 4 main topics;

o General information of sender and receiver such as TIN,
UUID, company name, date and number of invoice.

o Taxpayer Identification Number (TIN): The tax
identification number is the number used when pay-
ing taxes. Companies handle their tax transactions
with this number.

o Universally Unique Identifier (UUID): It is a
mandatory field on e-invoices in Turkey. ETTN
becomes a unique value on each invoice.

o Company Name: Name of the company that sent the
invoice.

o Invoice Id: Invoice Id is the number used to track
the Invoice.

o Invoice Date: It includes the date and time the
invoice was issued.

o Total Amount: Indicates the total amount to be paid.

o Amount information such as payable amount, tax
amount, tax ratio, discount ratio etc.,

« Sold item information like products or services,

« Notes and inconsiderable information like phone num-
ber, web address etc. if available.

The proposed system tries to convert printed text and table
parts in the image of invoice documents to digital text as
much as possible. However, a full text search should be per-
formed to determine which of the texts contain the required
information. Since the information required may vary from
company to company, the keywords to be used to extract the
information from the text must be specified by the users.
Therefore, an interface for uploading templates within the
web module has been developed, and users can manually edit
the template keywords via the web module. Depending on
the template keywords, information such as TIN, UUID, etc.
were extracted by text search and returned to validation.

As a result of the OCR process, the exact correct result
cannot be obtained. For example, although TIN consists of
a total of 10 characters, there may be additional characters.
Similarly, all other invoice fields may be incorrect as a result
of the OCR process. Validation processes were integrated into
the module that controls the schematic structure of special
information to ensure the accuracy of the system and to cor-
rect errors. If the extracted information passes the validation,
the system stores it in the database and returns it to the ERP
system.

V. EXPERIMANTAL RESULT
A. PERFORMANCE METRICS
Many metrics are used in the literature to measure the
accuracy of object detection applications. Intersection over
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Union (IoU) is one of the most commonly used metrics
in object detection applications. It is also used to calculate
average precision (AP) and mean average precision (mAP).
IoU is the measure of how much the predicted region and
ground truth overlap and is calculated by equation (2).

IoU — Area of Ovei.’lap o)
Area of Union
The value of 1 IoU indicates that the prediction and ground
truth match exactly. Of course, it is very difficult to achieve a
value of 1 in real life. Therefore, a threshold is set and values
that exceed this value are considered successful. Here are
some metrics used for an object class in the COCO dataset.
o AP: Average Precision at IoU=.50:.05:.95 (primary
COCO challenge metric)
o API°U=3: Ayerage Precision at loU=.50
o APIU=75: Average Precision at loU=.75

Precision is a metric that measures how accurate your
predictions are. The mAP value is determined by calculating
the mean AP value for all classes in the entire dataset. In this
study, AP and mAP metrics are used to measure the success
of table detection methods.

Measuring the success of the proposed system, it is also
necessary to measure the accuracy of OCR. Character errors
may occur when converting images to machine text. In this
paper, character error rate (CER), normalized CER (NCER),
and word error rate (WER) were calculated for OCR error
[41], [42]. There were 4 situations used in the evaluation of
OCR metrics. These were:

« Hit (H): Number of correct characters/words in the OCR
text.

o Substitution errors (S): Number of misspelled characters/
words in the OCR text.

o Deletion errors (D): Number of missing characters/
words in the OCR text.

o Insertion error (I): Number of incorrectly inserted
characters/words in the OCR text.

These expressions were used to calculate the CER using
equation (3).

S+D+1
amzlm—iﬁi— (3)

where N is the number of characters in the reference text.
In equation (3), the CER value can exceed 100, especially
as a result of addition. Therefore, if the evaluation result
was to be between 0-100, the NCER, which were calculated
using equation (4), value was used. The equation for the
WER metric is the same as for CER. However, a word-based
comparison was performed in WER.
S+D+1

NCER = 100————~ "~ _ )
H+S+D+1

In addition to evaluating OCR, the success of the system
in invoice processing were also measured. Precision, Recall,
F-Score, and Accuracy, which are commonly used in the
literature, are used as a performance metrics to evaluate the
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success of the system. The Precision, Recall, F-Score, and
Accuracy values were calculated using equation (5), (6), (7),
and (8) respectively.

numc

Precision = —— 5)
numgc—+numocr
num
Recall = e (6)
numc—+numegy,
2.P.R
FScore = —— @)
P+R
num
Accuracy = ¢ ®)
numc+numocr-+numg;,

where numc represents the total number of correctly
extracted and converted machine texts, numocg represents
the total number of OCR errors and, numg,, represents the
total number of undetected or incorrectly detected/converted
fields on the invoices. In this study, the NCER value was
expected to be zero for the OCR result to be considered
successful. Values between 0 and 20 were classified as OCR
errors. In cases where the NCER result was greater than
20, the OCR result was considered to be erroneous. Finally,
character correction was applied to all identified fields in
the invoice. As a result of character correction, the accuracy
increases significantly. In this paper, the accuracy rate after
character correction was also given as an evaluation criterion.

All experiments were performed on a computer with Intel
Core i17-11800H CPU, 16 GB of memory, and NVIDIA
GeForce RTX 3050 Ti graphics card. The YOLOVS and Mask
R-CNN models were trained using the default settings for
each model. It is not preferred for the developed system to
work with GPU in terms of cost. Therefore, the training was
performed on the GPU and the tests on the CPU.

B. EXPERIMENTAL RESULT OF TABLE DETECTION

Table detection on invoices was performed using both image
processing techniques and deep learning models. The com-
prehensive results of the table detection methods are given
in this section. Table 2 shows the results of table detection
using image processing techniques. Table 3 shows the result
of YOLOv5 model and Table 4 shows the result of Mask
R-CNN model.

As can be seen in Table 2-4, the detection accuracy of
tables with Deep Learning models improved significantly.
In all table classes, the mAP value was 95.14% with image
processing techniques, 98.07% with YOLOvVS, and 98.19%
with Mask R-CNN. In the extreme case where the IoU value is
0.95, the Mask R-CNN model provides much more successful
results than the other methods. However, the Mask R-CNN
model requires much more memory and CPU in terms of
system requirements. In addition, the YOLOvVS model detects
tables in invoices in 0.27 seconds on average, while the Mask
R-CNN model can detect tables in 2.5 seconds on average.
For these reasons, the YOLOvS5 model was preferred in the
end-to-end invoice processing system.
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TABLE 2. Table detection result with image processing techniques.

Table Class APIOUZ'S APIOUZ'75 APIOU:,95 AP
Item Table 100 100 94.82 99.19
Amount Table 98.12 97.19 83.83 95.62
Information Table 95.96 94.15 72.40 92.11
mAP 98.02 97.12 83.68 95.64

TABLE 3. Table detection result with YOLOv5.

Table Class APIOV=3 APlOU=75 APploU=93 AP
Item Table 100 100 97.92 99.71
Amount Table 100 100 87.01 98.07
Information Table 100 98.42 79.64 96.44
mAP 100 99.47 88.19 98.07

TABLE 4. Table detection result with Mask R-CNN.

Table Class APIOV=3 APlU=75  APploU=9 AP
Item Table 100 100 97.92 99.71
Amount Table 100 99.20 87.19 97.83
Information Table 99.58 98.01 89.31 97.04
mAP 99.86 99.07 91.47 98.19

C. EXPERIMENTAL RESULT OF TESSERACT MODELS
Tesseract 4 offers OCR support in more than 100 languages
including Turkish. The pre-trained model offered by
Tesseract called "'TUR’ was first used in the system for
invoice processing. Although the "TUR’ model was devel-
oped for the Turkish language, it was not sufficiently accurate
in invoices. As a result, a new Turkish model, which was
named TTUR, was trained.

One of the models where Tesseract OCR works best is the
English model that called as ENG. However, it is not possible
to use the ENG model directly in Turkish invoices due to
character and numeric differences. The ENG model can only
be used in fields where Turkish characters are not available.
These fields on the invoice are TIN, UUID, invoice number,
and invoice date.

OCR results for the UUID, TIN, Invoice ID, and Invoice
Date fields were obtained separately using the TUR, ENG,
and TTUR models and the results were compared. There can
be Turkish characters in the total amount and company name.
Therefore, these areas were compared only with the TUR and
TTUR models. In addition, the invoice ID, invoice date, and
total amount fields are retrieved from the tables. The results
for these fields are obtained by using image processing and
YOLOVS based table detection algorithms.

OCR results for the image processing-based table detection
application are shown in Table 5. As shown in the Table 5,
proposed TTUR model was more successful than other mod-
els. Comparing the TTUR model with other OCR models,
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TABLE 5. Experimental result of OCR with image processing-based table detection. (Best values are shown in bold.)

Metrics CER NCER WER
Invoice Fields ENG TUR TTUR ENG TUR TTUR ENG TUR TTUR
UuUID 18.42 19.94 2.90 18.42 19.94 2.90 36.38 37.10 13.36
Customer TIN 4.82 4.04 2.44 4.82 4.04 2.44 8.79 9.84 6.15
Supplier TIN 9.51 8.33 6.34 9.51 8.31 6.34 11.95 11.78 7.38
Company Name - 13.02 6.29 - 11.47 4.79 - 21.77 9.38
Invoice Id 11.69 12.72 9.07 11.67 12.69 9.06 22.32 26.57 12.48
Invoice Date 6.99 8.50 5.13 6.99 8.50 5.13 7.82 8.79 5.45
Total Amount - 10.32 10.34 - 10.11 10.25 - 16.34 13.18
Average 10.29 10.98 6.07 10.28 10.72 5.84 17.45 18.88 9.63
TABLE 6. Experimental result of OCR with YOLOv5-based table detection. (Best values are shown in bold.)
Metrics CER NCER WER
Invoice Fields ENG TUR TTUR ENG TUR TTUR ENG TUR TTUR
Invoice Id 9.79 10.90 7.30 9.78 10.87 7.30 19.86 26.40 10.02
Invoice Date 5.09 6.07 2.87 5.09 6.07 2.87 6.06 6.50 3.25
Total Amount - 10.38 9.91 - 10.16 9.82 - 16.17 13.01
Average of All Fields 9.53 10.38 5.44 9.52 10.12 5.21 16.61 18.51 8.94

it is seen that generally low error rate were obtained. When
the average values are examined, it is seen that there is a
5% improvement in the CER and NCER values and an 8%
improvement in the WER value.

Table 6 shows the OCR results obtained using the
YOLOv5-based table detection application. In Table 6, only
the data related to the information retrieved from the table
in the invoices are given. The average value given in the
table is the average of all fields in the invoice. As seen in
Table 6, a significant decrease was achieved in CER, NCER
and WER values. The TTUR model with image processing-
based table detection 9.07, 5.13, and 10.34 CER values are
obtained in the invoice ID, invoice date, and total amount
fields, respectively. The YOLOvS5 model yielded CER values
of 7.3, 2.87, and 9.91, respectively. As you can see, the error
rates have decreased significantly.

Table 6 shows the OCR results obtained using the
YOLOV5-based table detection application. In Table 6, only
the data related to the information retrieved from the table
in the invoices are given. The average value given in the
table is the average of all fields in the invoice. As seen in
Table 6, a significant decrease was achieved in CER, NCER
and WER values. The TTUR model with image processing-
based table detection 9.07, 5.13, and 10.34 CER values are
obtained in the invoice ID, invoice date, and total amount
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fields, respectively. The YOLOvS5 model yielded CER values
of 7.3,2.87, and 9.91, respectively. As you can see, the error
rates have decreased significantly.

The results of Precision, Recall, F-Score, Accuracy, and
Accuracy with Correction metrics are shown in Table 7 and
Table 8 for the complete evaluation of proposed system.
Image processing based results are given in Table 7, and
YOLOVS based results are given in Table 8. For the sake
of simplicity, only the results of effected fields and varying
average values are given in Table 8.

The TTUR, TUR, and ENG models achieved an average
accuracy rate of 89.41, 80.47, and 82.39 percent, respec-
tively. Compared to the other models, the fine-tuned TTUR
model achieved a higher accuracy rate for all invoice fields.
An additional character can be detected in the OCR models,
especially in the Invoice Id fields. This extra character was
identified and eliminated based on the special format of the
invoice ID. As a result of the character correction, the TTUR
accuracy rate in the Invoice ID field was increased from
87.52% to 89.28%. As can be seen in Table 7, the average
success rate increases by 1% to 3% as a result of the character
correction. As a result of all these steps, the average accuracy
of our system for invoice fields is 90.35% for the TTUR
model, 83.08% for the TUR model, and 84.7% for the ENG
model.
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TABLE 7. Experimental result of proposed image processed-based application with TUR, TTUR and ENG models for scanned invoices. (Best F-Score and
Accuracy values are shown in bold.)

Invoice Fields =~ Model Precision Recall F-Score Accuracy Accuracy with Correction
ENG 82.27 73.72 71.77 63.62 67.60
UuUID TUR 74.38 80.90 77.50 63.27 67.84
TTUR 87.93 96.23 91.89 85.00 86.67
ENG 96.29 94.54 95.40 91.21 91.21
Customer TIN TUR 95.71 93.96 94.82 90.16 90.16
TTUR 96.04 97.62 96.83 93.85 93.85
ENG 98.62 89.15 93.64 88.05 88.05
Supplier TIN TUR 97.86 89.96 93.74 88.22 88.58
TTUR 99.43 93.11 96.17 92.62 92.62
ENG - - - - -
Company Name  TUR 80.65 83.54 82.07 69.60 79.26
TTUR 91.56 93.21 92.38 85.83 88.33
ENG 88.05 86.84 87.44 77.68 85.24
Invoice Id TUR 89.09 85.63 87.33 77.50 79.96
TTUR 96.14 90.71 93.35 87.52 89.28
ENG 98.11 93.02 95.50 91.39 91.39
Invoice Date TUR 99.42 91.34 95.21 90.86 90.86
TTUR 99.26 94.87 97.01 94.20 94.38
ENG - - - - -
Total Amount TUR 96.75 86.08 91.10 83.66 84.89
TTUR 99.20 87.43 92.94 86.82 87.35
ENG 92.67 87.45 89.95 82.39 84.70
Average TUR 90.55 87.34 88.82 80.47 83.08
TTUR 95.65 93.31 94.37 89.41 90.35

TABLE 8. Experimental result of proposed YOLOv5-based application with TUR, TTUR and ENG models for scanned invoices. (Best F-Score and Accuracy
values are shown in bold).

The YOLOv5-based table detection method is more accu-
rate in detecting tables than the image processing-based
method. Thus, by using the YOLOVS model, the end-to-end
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Invoice Fields Model Precision Recall F-Score Accuracy Accuracy with Correction
ENG 88.72 89.24 88.98 80.14 87.35
Invoice Id TUR 90.18 86.54 88.32 79.09 81.55
TTUR 96.97 92.59 94.73 89.99 91.56
ENG 97.78 94.97 96.36 92.97 92.97
Invoice Date TUR 99.06 93.79 96.36 92.97 92.97
TTUR 99.10 97.16 98.12 96.31 96.31
ENG - - - - -
Total Amount TUR 97.15 85.95 91.20 83.83 84.71
TTUR 98.80 87.92 93.04 86.99 87.52
ENG 92.74 88.32 90.43 83.20 85.44
?ifjg;ge of All TUR 90.71 87.81 89.14 81.02 83.58
TTUR 95.69 93.98 94.74 90.08 90.98

invoice processing system becomes more successful. For the
image processing-based method, success rates of 89.28%,
94.38%, and 87.35% were achieved using the TTUR
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TABLE 9. Invoice processing results with TUR, TTUR and ENG models for invoices in PDF file type with text.

# invoices to send IPM  Accuracy without IPM (%)  # corrected invoices ~ Accuracy of IPM (%)  Accuracy after IPM (%)
TTUR 659 73.43 611 92.72 98.06
TUR 659 73.43 600 91.05 97.62
ENG 659 73.43 540 81.94 95.20

model for the invoice ID, invoice date, and total amount
fields, respectively. Success rates of 91.56, 96.31, and
87.52 were obtained for the YOLOvS5-based method, respec-
tively. Although the YOLOv5 model was used for only
three invoice fields, the experimental results showed that
it increased the overall success of the end-to-end invoice
processing system by 0.55%.

Although an attempt was made to directly process 2480
text-containing PDF invoices, information extraction cannot
be performed or was incomplete due to character or for-
mat errors that may occur in some PDF files. Incomplete
information was detected in 659 out of 2480 invoices. This
study attempts to correct the deficiencies by sending these
659 invoices to IPM. The text PDF files were also tested using
the ENG, TUR and TTUR models with the YOLOv5-based
table detection application. The results obtained are shown in
Table 9. According to the results obtained on a total of 659
PDF invoices, ENG, TUR and TTUR models successfully
eliminated deficiencies 540, 600, and 611 invoices respec-
tively. By applying this method to PDF files, the rate of suc-
cessfully processed invoices with the TTUR model increased
from 73.43% to 98.06%.

VI. CONCLUSION

In this work, it was proposed to develop an end-to-end sys-
tem to transfer invoices to the electronic environment. The
proposed system extracts information from the invoice and
records it systematically to the ERP system. There is no cri-
terion in the system for the type of invoice and it is submitted
to the system in the desired file type (HTML, XML, PDF, and
image formats). Invoices that are in text format are relatively
easy to process. However, if the invoices are scanned images,
the invoices have gone through 5 steps and were then used
for information extraction. These steps were pre-processing,
table and text detection, table cell extraction, post-processing,
and OCR.

Scanned invoices are first pre-processed and made suit-
able for table and text detection. Text detection on invoices
was performed using image processing techniques. Table
detection was performed by using both image processing
methods and deep learning models. In this study, YOLOvS
and Mask R-CNN models, which are object detection models,
were selected. As a result of the experiments, it is seen
that deep learning-based table detection is more accurate.
YOLOVvVS and Mask R-CNN mAP values were determined as
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98.07 and 98.19. Since the success rates are similar, YOLOV5
was preferred because it is faster and requires less system
requirements. After the tables in the invoice were detected,
cell detection was performed in the tables. Thus, table cells
as well as other text expressions on the invoice are detected.
Finally, before the OCR process, all image parts are prepared
for OCR by post-processing.

The open-source library Tesseract 4.0 was used for the
OCR process. Our experimental result reveal that our newly
trained TTUR model outperforms the TUR and ENG mod-
els provided by the Tesseract OCR. The accuracy rate has
increased significantly with the TTUR model. While the
average accuracy rate for scanned invoices using the TUR
and ENG models were 83.08% and 84.70%, the accuracy
rate increased to 90.35% using the TTUR model. In addi-
tion, this accuracy rate has increased to 90.98% with deep
learning-based table detection.

Another contribution of this paper is the ability to send the
desired number of invoices to the system via the web inter-
face or by email. These invoices were queued and processed
sequentially. This allows companies to send invoices in bulk
or individually. The developed system processes HTML and
XML invoices quickly and without errors. However, it can-
not achieve 100% accuracy with vector PDF files. Invoices
with missing information were sent to IPM and the missing
information was completed. Our experiment showed that out
of 659 invoices with missing information were corrected
with ENG, TUR, and TTUR models. ENG, TUR, and TTUR
models successfully corrected 495, 593, and 603 missing
information respectively. As can be seen from the experimen-
tal results, the ENG model had a low accuracy rate since our
dataset consists of Turkish invoices.

It is recommended that further research is needed on table
and text recognition. The use of machine learning based
methods, especially deep learning methods, could improve
the accuracy of table and text detection. Furthermore, the
development of a new model with much more invoices for
OCR is being considered as a solution to the duplicate char-
acter problem in the TIN.

VII. THREATS TO VALIDITY

There are factors that threaten the results of our proposed
study. The first threat comes from the database. The invoice
database used was obtained from companies and contains
sensitive information due to its nature. Since it is not possible
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to share invoices, no method can be suggested to verify the
database. In addition, the invoice structure may have minor
changes from company to company. For this reason, the
analysis results may differ in different companies. In order to
detect tables for different companies and different documents,
additional training should be considered.
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