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A B S T R A C T   

We present that group recommendations are similar to crowdsourcing, where the responses of different crowd 
workers are aggregated in the absence of ground truth. With this in mind, we mimic the use of the EM algorithm 
as in crowdsourcing to aggregate the preferences of group members to estimate group ratings and the expertise 
levels the group members. Moreover, for the first time in the literature, we cast the problem of estimating group 
rating as an ordinal classification problem relying on the natural ordering between the ratings, which allows us to 
define the expertise levels of the members in terms of sensitivity and specificity. In fact, we impose priors on the 
sensitivity and the specificity scores corresponding to the members, taking a Bayesian approach. We validate the 
effectiveness of the proposed aggregation method using the CAMRa2011 dataset, which consists of small and 
established groups, and the MovieLens dataset, which consists of large and random groups.   

1. Introduction 

A knowledge-based Decision Support Systems called Recommender 
Systems (RSs) support users in identifying the most relevant items and 
services in e-commerce. When this involves groups of users, rather than 
individual users, a special type of RSs called Group Recommender Sys-
tems (GRSs) are usually considered [1,23]. GRSs are able to maximize 
the overall satisfaction of the group by compromising between the 
preferences of the group members, whereas traditional RSs focus on 
satisfying individual users, which may be infeasible when the users have 
conflicting preferences. 

In a variety of scenarios, items are consumed by a group of users, so a 
group-level decision must be made. This has led to GRSs finding 
numerous applications. Tourism. Since travel is usually a group activity, 
one of the most active application areas is tourism for GRSs. For 
example, TravelWithFriends recommends travel ideas to a group of 
friends who want to travel together based on the friends’ travel interests, 
which are defined by 19 different travel categories such as budget travel, 
LGBT, and nature [11]. TV-Movie. GroupReM is a successful GRS for 
movie recommendations to groups [27]. Music. [24] recommends music 
to a group of people exercising at a gym at a given time. Different from 
[11] and [27], the groups in [24] consist of people who do not neces-
sarily know each other. GRSs can perform well for such groups as well. 

GRSs have several other advantages over traditional personalized 
recommendations. First, GRSs can mitigate the cold-start problem, i.e., 

the problem of not being able to provide reliable recommendations to 
users who have recently been added to the system [2]. Even if nothing is 
known about a user's preferences, GRSs can still provide her with 
appropriate recommendations as long as her group information is 
known. In fact, she can receive recommendations made by a GRS for the 
group to which she belongs. In some cases, creating recommendations 
for each individual user in a system can be costly. For example, if a 
company with thousands of customers decides to print flyers to recom-
mend its products, printing a different flyer for each of its customers 
would result in a massive cost [6]. Here, it would make sense to first 
group the customers with similar interests and then use a GRS to 
determine the content of a flyer for each group. 

There are two approaches to making group recommendations with 
GRSs [23]. The first approach consists in merging individual recom-
mendations to create the group recommendations, which is also known 
as result aggregation. Clearly, in this way, the RS employed produces 
recommendations to each group member independently, which prevents 
the occurrence of group profiles. As a result, we lack insight into the 
actual tastes of the groups [9]. The second approach, on the other hand, 
considers a group as a single user, aggregating the preferences of group 
members for each item, which leads to the creation of group profiles. 
Here, the way the way the aggregation is performed plays the crucial 
role; as it is the key to extract the group profiles. Hence the literature has 
witnessed a growing number of aggregation methods of various kinds 
[35,32,38]. In the following, we briefly review the research on the 
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aggregation methods before presenting the aggregation method pro-
posed in this paper. 

Existing aggregation methods either employ simple arithmetic op-
erations, such as summation, averaging, or involve more advanced 
ideas. The aggregation methods that fall into the latter category often 
comes in three flavors: social relationships, negotiation, and hybridi-
zation. The methods in the first group rely on the social relationships 
between group members to construct the group profile [3,17]. Another 
trend in GRSs is to view the aggregation task as a negotiation process [4, 
35]. The basic idea here is to represent each member by an autonomous 
agent; and then let the agents negotiate with each other with aim of 
maximizing their individual utility. In practice, this approach usually 
leads to a complex objective function with a number of parameters that 
need to be carefully tuned. Hybridized methods, on the other hand, aim 
to combine multiple aggregation methods to take advantage of each 
method simultaneously [32,38]. Nevertheless, which aggregation 
methods should be preferred and in what proportion they are used to 
maintain a harmony between them remains unclear. 

In contrast to the aggregation methods summarized above that are 
used in GRSs; in this paper, we take an entirely new approach presenting 
the similarities between group recommendation and crowdsourcing. 
This holds the promise of creating a new way of aggregating user pref-
erences in GRSs from the perspective of crowdsourcing, which can be 
briefly defined as the practice of distributing a problem that can be 
difficult to solve with computers to networked people (a.k.a. annotators, 
crowd workers) [25]. In fact, we draw several analogies between the 
task of aggregating labels submitted by different annotators in crowd-
sourcing, and that of aggregating user preferences in GRSs, summarized 
in Table 1. Nevertheless, we admit a noticeable difference between 
crowdsourcing and GRSs. That is, the amount of interaction between the 
annotators in crowdsourcing is far less than the amount of interaction 
between group members in GRSs. 

In crowdsourcing, a principled and effective method of aggregating 
the labels obtained from different annotators is to first estimate the 
annotators’ expertise levels, and then incorporate this information into 
the aggregation [25,28]. For this purpose, the famous EM algorithm is 
usually employed [10]. Specifically, the aggregated labels are updated 
in the E-step based on the current expertise levels defined by means of 
sensitivity–specificity scores, and then in the M-step, these expertise 
levels are updated based on the current aggregated labels [28]. In this 
paper, we propose to adapt this idea to GRSs. Thus, as in crowdsourcing, 
we estimate the expertise levels of group members making use of the 
current estimate of group ratings in the E-step, and in the M-step, we 
refine the estimates according to the group ratings taking into account 
the current expertise levels of the members. 

Also, another novelty that we introduce is to approach the problem 
of aggregating members’ preferences in GRSs as an ordinal classification 
problem. In this sense, we follow the common practice of ordinal clas-
sification, where we end up with r − 1 binary classification problems for 
r unique ratings as explained in [15]. This gives us the opportunity to 
define sensitivity and specificity for the group members when we asses 
their level of expertise. What is more, we take a Bayesian approach 
imposing priors on the sensitivity and specificity of the group members. 

This allows us to incorporate any prior information about the members, 
such as demographic characteristics of the members and the trust net-
works in the groups, in the process of estimating their expertise levels. 

1.1. The objectives and the achievements of the research 

The objectives of this research include the following:  

1. to estimate the expertise levels of group members and to leverage 
this information in aggregating their preferences,  

2. to be able to incorporate any background knowledge about group 
members into the estimation of group preferences, 

3. to assess the similarity between the task of aggregating user prefer-
ences in GRSs and that of aggregating labels in crowdsourcing. 

To achieve the objectives stated above, we took the following actions 
in order:  

1. We employed the EM algorithm which allows us to refine estimates 
of group preferences and that of expertise levels of group members 
concurrently.  

2. We took a Bayesian approach imposing priors on the sensitivity and 
specificity scores of group members, which forms a basis for deter-
mining group preferences. The Bayesian approach allows us to 
incorporate prior assumptions about the members, such as how 
reliable they are.  

3. We were able to successfully adopt the use of the EM algorithm in 
crowdsourcing to GRSs, which supports the claim that the task of 
label aggregation in crowdsourcing and that of preference aggrega-
tion show parallelism. 

We organize the remainder of this paper as follows. In Section 2, we 
survey the work related to GRSs. In Section 3, we formulate the problem 
of the aggregation. In Section 4, we describe the proposed aggregation 
method in detail. In Section 5, we present the experiments conducted to 
compare the proposed method with the baseline aggregation methods. 
Finally, in Section 6, we conclude this study and discuss how to extend 
the scope of the proposed method. 

2. Related works 

We divide this section into four parts. In the first part, we introduce 
the four types of groups considered in GRSs to define what we mean by 
the notion of groups throughout the paper. Next, we give an insight into 
crowdsourcing as the proposed method has its roots in this area. We 
reserve the third part to discuss the state-of-the art aggregation methods; 
and we conclude the section with the current research on GRSs. 

2.1. The types of groups in GRSs 

In general, the groups in GRSs emerge in four different kinds [5,38]. 
In the following, we summarize them briefly. 

• Established group: consists of members who share long-term com-
mon interests, such as family, group of colleagues. A notable study of 
the established groups in GRSs is a challenge called Context-Aware 
Movie Recommendation (CAMRa2011) [29]. In this competition 
over 45 teams competed to recommend the most appropriate movies 
to households.  

• Occasional group: a group of people that come together for a 
common aim at a particular moment; such as running clubs. In 
comparison with the established groups, occasional groups are more 
likely to be encountered in GRSs, as the mere presence of short-term 
common interests is sufficient to define such groups. A prominent 
study addressing the occasional groups in GRSs is TravelWithFriends 
[11], which recommends travel destinations to people traveling 

Table 1 
Some significant similarities between crowdsourcing and GRSs.  

Crowdsourcing Group Recommender Systems 

Unknown ground truth for the labels Unknown ground truth for the group 
preferences 

Annotator provides her own opinion Group member provides her own 
opinion 

Variation between the expertise levels of 
the annotators 

Variation between the expertise levels of 
the members 

Aggregating the opinions on the labels Aggregating the opinions on the group 
ratings 

Common to deal with ordered labels Common to deal with ordered ratings  
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together. A more recent and interesting study is [40], which suggests 
upcoming conferences to a group of authors of a scientific paper.  

• Random group: a group of people in a common environment at a 
particular moment only by chance; such as people shopping in a 
particular super market at a particular time. For example, MusicFX 
[24] recommends music to a group of people doing exercises in a 
gym, which can be considered as random group.  

• Automatically identified group: is not a pre-defined group, unlike 
the other three, but is detected automatically based on members’ 
preferences, often using a clustering algorithm (e.g. the k-means al-
gorithm). Not being pre-defined, [3] considers these groups as online 
groups, while referring to the other groups as offline groups. Also 
remember that one of the main motivations for producing group 
recommendation is to avoid the high computational cost that 
personalized recommendation would lead to. Hence, in the absence 
of pre-defined groups, it is popular to create online groups, i.e., 
automatically identified groups, to benefit from group recommen-
dation [37]. 

2.2. Crowdsourcing 

Crowdsourcing can be defined as a web-based business practice in 
which a complex task is outsourced to a crowd of web workers (i.e., 
crowdworkers) to leverage collective intelligence [13,7]. In doing so, 
crowdsourcing obtains a solution from all workers for the problem at 
hand. From a machine learning perspective, such solutions are referred 
to as labels, which is why we use the term label throughout this paper. 
Once the labels are obtained, they must be aggregated to obtain the final 
label. However, it is clear that the workers often have different levels of 
expertise, which makes it challenging to perform the aggregation. Even 
worse, some workers may be just spammers or adversaries. Hence a 
crowdsourcing system should be able to assess the expertise levels of 
workers and incorporate this information into the aggregation process 
[16]. In this sense, a simple approach consists of first asking workers a 
small number of trap questions (i.e., questions whose answers are 
already known) and then eliminating workers based on their answers to 
these questions. A more advanced approach consists of a sequence of 
rounds, where in each round, the probabilities of the possible labels for 
each question and the expertise levels of the workers are updated 
concurrently, often using the EM algorithm [19]. 

The success of crowdsourcing lies in the use of collective intelligence, 
which leads to cooperation, teamwork, and consensus [7]. Each worker 
brings fresh insights to problems; in fact they cross-fertilise one another, 
thus the final solution is often superior to the one devised by lone in-
dividuals [16]. Additionally, crowdsourcing can be used as a means for 
human computation, which aims to use human efforts to solve problems 
that computers alone cannot solve. In this way, one can combine the 
computational power of computers with the perceptual and cognitive 
abilities of humans for non-routine tasks such as understanding texts, 
gathering information about the physical world, etc.[21]. Another merit 
of crowdsourcing is that it enables problem solving based on the divide 
and conquer principle, i.e. a given complex problem is broken down into 
micro-problems that are potentially easier to tackle. 

The advantages of crowdsourcing described above have led to a 
number of applications in a variety of fields, including smartphones, 
public health, logistics, and agriculture. Nevertheless, Wikipedia is 
usually considered as the most representative application of crowd-
sourcing, where Internet users are intrinsically motivated to contribute 
to the creation of articles, leading to continuous improvement of the 
platform. For more applications of crowdsourcing, please refer to [18]. 
Finally, with the dramatic increase in the use of social media and the 
other new media technologies, more and more crowdworkers are 
participating in the problem solving, which makes crowdsourcing 
increasingly popular. 

2.3. The aggregation methods used in GRSs 

As emphasized in the introduction, the aggregation process is at the 
heart of GRSs, as it is the key to elicit the actual preferences of a group. 
This has motivated various researches to develop aggregation methods 
of different types [32,3]. As in [30], we classify these methods in two 
groups: the baseline aggregation methods and the advanced aggregation 
methods. The methods that fall into the latter group have been developed 
more recently and consider more complex ideas, while the methods in 
the former are somewhat old-fashioned and simple, but it does not 
necessarily mean that their performance is inferior. 

The baseline aggregation methods can be divided into three sub-
groups: consensus-based (democratic), majority-based, and borderline. 
Briefly, the consensus-based methods incorporate the ratings of all group 
members to produce the group rating using simple arithmetic opera-
tions. Additive Utilitarian (AU) simply sums the ratings that an item has 
received, whereas Multiplicative (Mul) [8] prefers to multiply the rat-
ings of all members. Average (Avg) [8] considers the arithmetic mean of 
the ratings given to an item. The majority-based methods are in favor of 
the most popular items [30]. For example, when estimating the group 
preference for an item, Approval Voting (AV) counts the number of 
group members who gave the item a high rating, e.g. above 3 on a 
five-star scale. Finally, the borderline methods select a single rating from 
the ratings that an item received from group members and then consider 
it as the group rating for that item. We include three aggregation 
methods in this category: Least Misery (LM), Most Pleasure (MP), and 
Most Respected Person (MRP) [23]. LM considers the lowest rating an 
item received as the group rating; whereas MP selects the highest rating. 
In contrast, MRP identifies the most respected/influential person within 
a group, and considers his or her rating as the group rating, which raises 
the question of how to select the most respected person [30]. 

There are also some advanced aggregation methods in the literature 
that involve relatively sophisticated ideas. We divide the methods in this 
group into three subgroups: social relationship-based, negotiation- 
based, and hybridized methods. The relationship-based methods, as the 
name implies, emphasize the importance of social relationships among 
group members in constructing the group profile. Specifically, [17] asks 
members to take the TKI test to measure members’ assertiveness and 
cooperativeness. Using these two measures, a personality score is esti-
mated for each member [36]. The original user–item matrix is updated 
using a linear combination of the personality values and the social re-
lationships. Another relationship-based method IBGR [3] calculates the 
influence of members on each other. In doing so, it introduces similarity 
and trust metrics and determines a leader for each group that achieves 
the highest level of trust and similarity. Finally, the members and the 
leaders are weighted according to their level of influence. 

The negotiation-based methods view group recommendation as a 
negotiation process in which each group member wants the group 
preferences to be as close as possible to his or her own preferences [35]. 
Here, each member is represented by an agent that interacts with the 
other members during the aggregation. This approach also shares the 
advantages of the automated negotiation, such as consistency, strategy, 
and lack of emotion. [35] introduces a method called TruGRC. To guide 
the negotiation process, TruGRC creates a virtual coordinator whose 
goal is to balance members’ preferences with those of the group. In fact, 
the virtual coordinator can adjust the members’ preferences with the 
goal of maximizing the overall benefit of the group. However, in prac-
tice, the negotiation process leads to a complex objective function with a 
large number of parameters need to be tuned. Finally, the hybridized 
methods combine several aggregation methods to obtain a hybrid 
method [8,32,38]. Here, the main motivation is to take the advantages 
of the basic aggregation methods while creating a synergy between 
them. Upward Leveling (UL) [32] combines Avg and AV; whereas 
Agreement without Uncertainty (AwU) [38] combines AU and AV. 
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2.4. Current research on Group Recommender Systems 

We conclude this chapter with a review on current research on GRSs. 
As in the past, most of the current research on GRSs focuses on aggre-
gation methods. In addition to aggregation methods that rely only on 
user preferences to determine group tastes, approaches that consider 
group dynamics and behaviour are also becoming popular. Neverthe-
less, they require contextual information about the items and the users, 
which introduces additional costs [12,22]. 

In some recent publications, the distribution of ratings that an item 
has received from the members of a group is taken into account in 
determining the degree to which the group members agree with that 
item [32,38]. This is done to reduce the likelihood that items with a high 
deviation will be included in the recommendation list, which in turn will 
result in as many members of a group as possible being satisfied. 

Another burgeoning trend in GRSs is to incorporate the group 
identification task into the group recommendation, so that the resulting 
groups benefit maximally from the group recommendations [31]. 
Finally, the use of GRSs goes beyond the traditional application do-
mains. [26] is interested in retail and recommends products for groups 
of offline stores. Unlike the other applications of GRSs, the study in [26] 
also considers the quantity and repeated recommendation of products, 
whereas in the traditional setting, each item is recommended only once. 

3. Problem formulation 

In a recommender system, we are given a set of users 𝒰 with m users, 
and a set of items ℐ with n items. As the users rate the items, a user – item 

rating matrix R ∈ ℝm×n with entries ru,i is constructed, where ru,i denotes 
the rating of user u for item i. Also, it is typical that a vast majority of the 
entries of R is missing, as the users provide ratings for just a tiny fraction 
of the items available. We shall denote such entries with ⊥. 

In a group recommendation scenario, 𝒰 is partitioned into (often) 
disjoint groups 𝒢 = {G1,…,Gk}, with Gl ∩ Gs = ∅ (l ∕= s and l, s ∈ {1, …, 
k}) and 

⋃k
g=1Gg = 𝒰. Here, the goal is to recommend items for the 

groups other than for the individual users. To achieve this, two main 
approaches exist. One is to aggregate individual recommendations and 
the other is to aggregate users’ ratings to attain group profiles. In the 
present study, we follow the latter. To denote the rating of a group Gg for 
an item i, we use notation rGg ,i. Also, to denote the subset of users in Gg 

that provide a rating for item i, we shall use Gi
g. When it comes to esti-

mate rGg ,i, the literature offers a wide range of aggregation methods, 
please refer to the related literature review in 2.3. Below, we explain 
how we estimate rGg ,i using the proposed method. Finally, we provide 
Table 2 to summarize the notation used throughout in this paper. 

4. EM-based aggregation method 

4.1. From a multi-scale ratings matrix to a set of binary rating matrices 

In a recommender system, users provide either binary ratings (i.e., 
like or dislike) or ratings in a larger range indicating to what extent they 
like an item. For example, in 5-star scale, ru,i ranges over the elements of 
{1, . . . , 5}. In this paper, we shall refer to the latter case as multi-scale 
rating and deal with it, as is more common in GRSs. In fact, we approach 

Table 2 
The notation used in this paper.  

𝒰 Set of users ℐ Set of items 
𝒢 Set of groups Gi

g  Subset of users in Gg that rated item i 

R Rating matrix Rj
bin  

jth binary rating matrix 

m Number of users n Number of items 
ru,i Rating of user u for item i rGg ,i  Rating of group Gg for item i 
μi Probability of group rating being 1 for item i p Prevalence of the positive rating 
αu Sensitivity of user u βu Specificity of user u 
μj

i  
μi for jth binary rating matrix α1

u  First param. of the Beta dist. for αu  

Fig. 1. Converting 5-star rating matrix to 4 binary rating matrices.  
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the problem of aggregating multi-scale ratings of an item as an ordinal 
classification problem, which constitutes one of the main contributions of 
this paper. We argue that considering one of r (r > 2) unique ratings as 
the group rating for an item is analogous to assign one of r ordered 
classes to a test instance; although in case of GRSs, we lack a set of 
features for the items [15,28]. 

Following the common practice in ordinal classification, where a 
r− class classification problem is transformed into (r − 1) binary classi-
fication problems, we obtain (r − 1) user – item matrices that consist of 
binary ratings, for a given user – item matrix that has r unique ratings. 
We denote the resulting binary matrices as Rj

bin (j ∈ {1,…, r − 1}). The 
first resulting user – item matrix (R1

bin) is utilized to estimate the prob-
ability that (aggregated) group rating equals to 1. To do so, the ratings 
above 1 are replaced with 0, whereas those equal to 1 remain un-
changed. In the second resulting matrix, the ratings above 2 are replaced 
with 0, while the ratings of 1 or 2 are replaced with 1. Using the second 
matrix (R2

bin), we can estimate the probability that group rating equals to 
1 or 2. Subtracting the probability obtained from the first matrix, one 
can readily estimate the probability of 2 being group rating for the item. 
The remaining probabilities (e.g. probability of 3, 4, etc.) can be ob-
tained in a similar manner. Fig. 1 illustrates this idea for 5-star scale. 

When it comes to estimate the probability of positive class in each 
resulting user–item matrix that has binary ratings, we employ an EM- 
based algorithm as in crowdsourcing [39]. [28] proposed an EM-based 
approach for crowdsourcing, where at each iteration the level of 
expertise of workers are updated relying on the answer of the group at 
that iteration; and then the answer of the group is refined relying on the 
expertise levels of the workers that have recently updated. In the present 
work, we propose to adopt this approach for GRSs, so that we can reflect 
the expertise levels of group members when aggregating their prefer-
ences. In what follows, we explain the proposed idea in detail. 

4.2. A maximum likelihood model 

Given a binary user–item matrix Rbin ∈ {0, 1}|Gg|×n for a group Gg, we 
aim to estimate the probability that the group rating is equal to 1 for 
each item. We shall denote such probability as 

μi = P(rGg ,i = 1), (1)  

i ∈ {1,…, n}. These probabilities form the set μ = {μi}
n
1. In addition, we 

also aim to estimate the sensitivity and the specificity of each user in the 
group. The sensitivity for user u ∈ Gg is calculated as the probability that 
she likes an item thus provides a rating of 1, given that the group likes 
the item: 

αu = P(ru,i = 1∣rGg ,i = 1). (2)  

Likewise, the specificity for user u ∈ Gg indicates the probability that she 
dislikes an item, thus rates as 0, when the group dislikes the item: 

βu = P(ru,i = 0∣rGg ,i = 0). (3)  

The sensitivity and the specificity values of the users in Gg form the sets 
α = {αu}

|Gg |

1 and β = {βu}
|Gg |

1 respectively. Clearly, the users with high 
sensitivity and high specificity tend to reflect the true tastes of the group, 
and hence should be prioritized during the aggregation. 

Under the assumptions that the items are rated independently by 
group members; and that the members are independent of each other 
when rating the items, then the likelihood of the parameters μ, α and β 
given the user–item matrix R is as follows: 

P(R∣μ,α,β)=
∏

i∈ℐ

∏

u∈Gi
g

P(ru,i|μi,αu,βu)

=
∏

i∈ℐ

∏

u∈Gi
g

P(ru,i|rGg ,i=1,αu)P(rGg ,i=1)+P(ru,i|rGg ,i=0,βu)P(rGg ,i=0)

=
∏

i∈ℐ

∏

u∈Gi
g

P(ru,i|rGg ,i=1,αu)(μi)+P(ru,i|rGg ,i=0,βu)(1− μi)

=
∏

i∈ℐ

∏

u∈Gi
g

(αu)
ru,i (1− αu)

1− ru,i (μi)+(βu)
1− ru,i (1− βu)

ru,i (1− μi)

=
∏

i∈ℐ
(μi)

∏

u∈Gi
g

(αu)
ru,i (1− αu)

1− ru,i+(1− μi)
∏

u∈Gi
g

(βu)
1− ru,i (1− βu)

ru,i

(4)  

To estimate the set of parameters {μ, α, β} that maximize the log of (4), i. 
e., the maximum-likelihood estimate, we employ the well-established 
Expectation Maximization (EM) algorithm [10]. In the following sub-
section, we detail the application of the EM algorithm for the above 
likelihood function. 

4.3. The use of the EM algorithm for the group recommendation systems 

For each item, we attempt to estimate the probability that group 
giving a positive rating by relying on the performances of the users in 
terms of their sensitivity and specificity scores. However, both the actual 
probabilities and the sensitivity–specificity scores are unknown to us. 
Following [28], we refine the probability of positive rating for each item 
based on the given sensitivity and specificity scores of users and also the 
given prevalence of positive ratings in the E step; and then in the M-step 
we update the sensitivity and specificity scores given the probabilities of 
positive ratings. 

Moreover, it is very likely that some users in the group have influ-
ence on the other members, who are referred to as opinion leaders [3] or 
influencers [34]. On the other hand, some users in a group are just 
spammers who randomly post reviews. If such information about the 
members is available in advance, this information should be considered 
in the aggregation. To account for this, we take a Bayesian approach 
imposing priors on the sensitivity and specificity scores. More specif-
ically, we use the beta distribution for the sensitivity and specificity as 
they indicate the probability of a binary event. As such, αu (u ∈ Gg) is 
distributed according to the beta distribution parametrized by α1

u and α2
u , 

i.e., αu ∼ Beta(α1
u , α2

u). Similarly, we assume that βu (u ∈ Gg) follow the 
beta distribution with the parameters β1

u and β2
u , i.e., βu ∼ Beta(β1

u , β2
u). 

Altogether, we explain the steps of the proposed EM algorithm to be 
used for the GRSs as follows:  

1. For each item, initialize μi with its maximum likelihood estimator: 
μi = 1

|Gi
g |

∑
u∈Gi

g
ru,i.  

2. Given the current estimate of μi, estimate the sensitivity and the 
specificity scores of the users as well as the prevalence of the positive 
rating p as follows: 

αu =

α1
u − 1 +

∑

i∈ℐu

μiru,i

α1
u + α2

u − 2 +
∑

i∈ℐu

μi

,

βu =

β1
u − 1 +

∑

i∈ℐu

(1 − μi)(1 − ru,i)

β1
u + β2

u − 2 +
∑

i∈ℐu

(1 − μi)
,

p =

∑n

i=1
μi

n
,

(5)  

where ℐu denotes the set of items rated by user u.  
3. Given α, β and p update the probability of positive rating, μi, as: 
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μi =
p⋅
(∏

u∈Gi
g
(αu)

ru,i (1 − αu)
1− ru,i

)

p⋅
(∏

u∈Gi
g
(αu)

ru,i (1 − αu)
1− ru,i

)
+ (1 − p)⋅

(∏
u∈Gi

g
(βu)

1− ru,i (1 − βu)
ru,i
).

(6)    

4. Repeat steps 2 and 3 until α, β, p and μi converge. 

We note that one can also impose a prior on the prevalence p. For 
example, assuming that p has the Beta distribution with parameters, p1 
and p2, then p can be updated with the following formula: 

p =
p1 − 1

∑n
i=1μi

p1 + p2 − 2 + n
.

Considering a prior for the prevalence of the positive rating could be 
useful, if the user-rating matrix of interest is binary by its nature. 
However, in our case, the binary classes that emerge in the binary 
user–item matrices are somewhat arbitrary, thus no prior information is 
available about the positivity or the negativity of the ratings. 

4.3.1. Adjusting the hyperparameters for the sensitivity and for the 
specificity 

Apparently, setting α1
u as a higher value with respect to α2

u leads to a 
high αu, i.e., a high sensitivity score for user u. In much the same way, if 
one wishes to have a high βu for user u, then she needs to consider a 
relatively larger β1

u as compared to β2
u . This, in turn, allows us to be 

biased towards some particular users in a group, such as influencers, 
spammers, or adversaries, in determining the group opinion for an item. 
In some group recommendation scenarios, information about de-
mographic features of the users, or about social networks in the groups is 
already available [34]. If this is the case, one can readily tune the 
hyperparameters of αu and βu making use of such information. However, 
in the present study, to be more general, we assume to have a user–item 
matrix only. Still, it may be possible to weight the users, without relying 
on any external information. 

We claim that the level of expertise of a user is positively correlated 
with the number of ratings she provided. Following this, we rank the 
users based on the total number of items they rated in ascending order, 
and then divide them into four quarters. Those in the first quartile are 
newbies that rated relatively a few items, which is to say that they are the 
least experienced users. For such users, we propose to assign α1

u and α2
u so 

that α1
u is lower than α2

u . We consider those in the second quartile as 
semi-newbies and set α1

u and α2
u so that α1

u is equal or less than α2
u . For 

those in the third quartile, we consider them as semi-experts and assign a 
larger α1

u as compared to α2
u . Finally, we treat those in the fourth quartile 

as the experts, as the number of rated items is the highest for such users. 
This leads us to set a much larger value for α1

u , as compared to α2
u . We 

note that we use the same reasoning in tuning β1
u and β2

u . Fig. 2 

summarizes how we tune the hypermarameters based on the number of 
the rated items. 

We name the proposed aggregation method based on the keywords: 
EM, Crowdsourcing and Ordinal Classification. We thus name it as 
ECOagg, and give Algorithm 1 that shows the pseudocode associated 
with ECOagg. 

Finally, we provide a toy example to illustrate how ECOagg works. 
Suppose that we have seven users and two items; and that the users 
provide ratings to the items from 1 to 5 exclusively, as shown in the 
leftmost part of Table 3. Here, five unique ratings lead to having four 
binary rating matrices, i.e., Rj

bin, (j ∈ {1, ..., 4}). Without assuming any 
prior knowledge of the users, thus setting the values of α1

u ,α2
u , β

1
u and β2

u 
equal to 1 for all users, ECOagg calculates the probability of positive 
ratings for the first item, i.e., μ1

1, μ2
1, μ3

1 and μ4
1, using the resulting binary 

matrices as 0.142, 0.171, 0.296 and 0.714, respectively, after four it-
erations. Using these values, we estimate the probabilities of the group 
ratings of the first item as 

P(rGg ,1 = 1) = μ1
1 = 0.142,

P(rGg ,1 = 2) = μ2
1 − μ1

1 = 0.171 − 0.142 = 0.029,
P(rGg ,1 = 3) = μ3

1 − μ2
1 = 0.296 − 0.171 = 0.125,

P(rGg ,1 = 4) = μ4
1 − μ3

1 = 0.714 − 0.296 = 0.418,
P(rGg ,1 = 5) = 1 − μ4

1 = 1 − 0.714 = 0.286.

Hence the winning rating is 4, which serves as the group rating for the 
first item. Running ECOagg for the second item yields the values for μ1

2,

μ2
2, μ3

2 and μ4
2 as 0.142, 0.577, 0.824 and 0.911, respectively. The prob-

abilities of the group ratings of second item are, P(rGg ,2 = 1) = 0.142,
P(rGg ,2 = 2) = 0.435,P(rGg ,2 = 3) = 0.247,P(rGg ,2 = 4) = 0.087 and 
P(rGg ,2 = 5) = 0.089. The winning rating for the second item is, thus, 2. 

Algorithm 1. ECOagg: An EM-Based Aggregation Method for Group 
Recommender System  

Fig. 2. Setting the hyperparamaters for the sensitivity and for the specificity based on the number of ratings provided.  

Table 3 
A user-item matrix and the binary rating matrices derived from it.   

Orj. rating mat.(R) R1
bin  R2

bin  R3
bin  R4

bin   

i1 i2 i1 i2 i1 i2 i1 i2 i1 i2 

u1 5 5 0 0 0 0 0 0 0 0 
u2 5 4 0 0 0 0 0 0 0 1 
u3 1 2 1 0 1 1 1 1 1 1 
u4 3 2 0 0 0 1 1 1 1 1 
u5 4 1 0 1 0 1 0 1 1 1 
u6 2 3 0 0 1 0 1 1 1 1 
u7 4 3 0 0 0 0 0 1 1 1  
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5. Experiments 

5.1. The datasets used 

As mentioned in the literature review, the groups considered in GRSs 
can be of four types: established, occasional, random and automatically- 
identified. Due to the page limitation, we only address the established 
groups and the random groups in the experiments in this paper. For the 
established groups, we employ CAMRa2011 dataset, which was pub-
lished as part of a competition on Context-aware Movie Recommenda-
tion at RecSys2011 [29]. This dataset contains movie ratings of 
households from 290 families with families consisting of 2.08 members 
on average. We use the famous MovieLens dataset1 to form the random 
groups. For both datasets, the ratings take an integer value from 1 to 5, 
which indicates how much a user likes a movie. Table 4 shows the sta-
tistics of these two datasets. 

5.2. The benchmark aggregation methods 

Here we present the aggregation methods that serve as the basis for 
comparing the performance of ECOagg. In the literature review, we 
highlighted that the baseline aggregation methods in GRS come in three 

flavors: consensus, majority and borderline. We select one aggregation 
method from each for comparison. Concretely, we choose Average(AVG) 
from the consensus-based methods due to its high popularity, Aproval 
Voting(AV) from the majority based methods due to its high accuracy 
and Least Misery(LM) from the borderline methods since LM ensures that 
all members are satisfied. 

Recall that in Section 2.3, we classified the advanced aggregation 
methods in GRSs into three categories: social relationship-based, nego-
tiation-based, and hybridized. In addition to the baseline methods 
explained above, we also consider three advanced aggregation methods 
for the experiments. We select Instance-Based Group Recommendation 
(IBGR) [3] from the social relationships-based methods; because unlike 
the other aggregation methods in this category, IBGR does not rely on 
any external information to construct the social/trust networks in 
groups, and therefore can work for the datasets we are interested in. 
Also, among the negotiation-based methods we choose Trust-Aware 
Group Recommendation (TruGRC) [35] because it has a virtual coor-
dinator who can adjust members’ preferences with the purpose of 
maximizing the overall utility of the group. Finally, we select Upward 
Leveling (UL) [32] as a hybridized method, since it combines two 
state-of-the-art aggregation methods, i.e., AVG and AV, along with 
standard deviation. 

TruGRC and UL have some parameters that need to be tuned. Spe-
cifically, for TruGRC, we set the learning rate for the gradient descent 
algorithm η to 0.001, the dimension of the latent vectors d to 10 cor-
responding to the user and items, and two regularization parameters λ 
and λα to 0.01 and 1, respectively; since these parameters are reported as 
the optimal parameters for TruGRC [35]. Nevertheless, we ran TruGRC 
with different settings for the datasets of interested; but did not observe 
any significant difference in terms of the evaluation metrics. As for UL, 
the authors report that UL performs best when the weights corre-
sponding AVG, AV, and SD are set to 0.4, 0.2 and 0.4, respectively [32]. 
We thus use the same weights in all experiments. 

Table 4 
The statistics of CAMRa2011 and MovieLens datasets.  

Dataset User Item Rating Sparsity 

CAMRa2011 602 7710 116,344 97.5% 
MovieLens 943 1682 100,000 93.7%  

1 https://www.grouplens.org 
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5.3. Evaluation metrics and evaluation methodology 

To evaluate the performance of the aggregation methods we employ 
two metrics: the normalized Discounted Cumulative Gain (nDCG) [5], 
and a fairness metric called m-proportionality (m-prop) [33]. The former 
is used to assess the extent to which members are satisfied with the 
group recommendations at the individual level, and the latter is used to 
assess the satisfaction of the entire group In the following, these two 
metrics are explained in detail. 

To compute the nDCG score for a user, one needs a recommendation 
list of N items, denoted {i1, i2, …, iN}, and the user's actual ratings for 
these items. At this point, we note that we estimate the actual ratings 
that are missing using the SVD++ algorithm as it provides high accuracy 
by taking into account the user and item biases in the prediction, which 
is not the case for the other matrix factorization methods, such as SVD 
[20]. Before computing nDCG, we first compute the DCG for user u as 
follows: 

DCGu = ru,i1 +
∑N

l=2

ru,il

log2l
.

To normalize the DCG score, we divide it by the maximum DCG score 

which can be achieved if the recommendation list of N items consists of 
the user's top N favorites. Such a cDCG score is usually referred to as the 
ideal DCG, i.e., IDCGu. The normalized DCG score is then computed as 

nDCGu =
DCGu

IDCGu
. (7)  

Note that the nDCG metric reflects not only the actual ratings of the 
recommended items, but also the order of the recommended items. 
Concretely, the items at the top of the recommendation list play a more 
important role in the nDCG metric. Finally, to obtain the nDCG score of a 
group, we simply average the nDCG scores of the group members. 

In GRSs, it is also important to gratify group members as evenly as 
possible. To determine the extent to which this is achieved, a metric 
called m-prop is usually considered [14]. Concretely, m-prop measures 
how fair the recommendation list is for the entire group. This is esti-
mated for the group Gg by the following formula: 

m − propGg
=

∑
u∈Gg

E
∑N

l=1Eru,il ≥ tF ≥ mF

|Gg|
, (8)  

where t is a threshold. If the actual rating of the user u for the recom-
mended item il exceeds the threshold t, we conclude that the user grat-
ifies the recommended item. Thus, the metric m − prop thus can be read 
as the rate of users in a group gratifying at least m of N recommended 
items. 

To compare the performances of the aggregation methods evaluated 
by means of the nDCG and the m − prop, we use the 5-fold cross- 
validation technique in the following way. We randomly divide the set 
of items into five groups of equal size. At each iteration, we use one set of 
the items as a test set, and estimate the group ratings of the items in it. 
Having done that, we recommend the top-N items that achieved the 
highest group ratings to the group. Based on the recommended items we 
calculate the nDCG and the m − prop scores per group. Finally, we 
average these scores to estimate the performance of the aggregation 
method at that iteration. 

5.4. Results and discussion 

5.4.1. The nDCG results 
We give the nDCG scores of the aggregation methods for the 

CAMRa2011 dataset in 5 and for the MovieLens dataset in Table 6. 
Furthermore, in both tables, relying on the one-tailed t-tests, we high-
light the best result if it is statistically more significant than the second 
best at a 95% confidence level under the same setting. 

At first sight, it is clear that the choice of the aggregation method in a 
GRS is a non-trivial task, especially when dealing with large groups, 
which corresponds to small k values. In fact, we observe a 15% differ-
ence between the highest and lowest nDCG scores when the groups in 
the MovieLens dataset are crowded. Also recall that the groups in this 
dataset are formed randomly, and therefore have a heterogeneous 
structure. This, in turn, makes it difficult to aggregate the different 
preferences of the members. On the other hand, as mentioned earlier, 
the groups in the CAMRa2011 are established and much smaller; that is, 

Table 7 
The m-prop results for the CAMRa2011 dataset (N = 5).  

Aggregation method m  

1 2 3 4 5 

AV 0.981 0.961 0.864 0.687 0.511 
AVG 0.979 0.941 0.871 0.755 0.545 
LM 0.976 0.928 0.859 0.741 0.531 
UL 0.984 0.951 0.885 0.785 0.583 
TruGRC 0.982 0.962 0.897 0.785 0.557 
IBGR 0.982 0.958 0.885 0.827 0.587 
ECOagg 0.984 0.961 0.906 0.819 0.589 

Statistically significant results are given in bold 

Table 6 
The nDCG results for the MovieLens dataset.  

top- 
N 

Aggregation 
method 

Number of Groups (k)   

4 8 16 32 64 128  

AV 0.775 0.782 0.783 0.783 0.783 0.789  
AVG 0.663 0.681 0.691 0.718 0.735 0.771  
LM 0.686 0.677 0.689 0.714 0.745 0.771 

1 UL 0.662 0.671 0.708 0.749 0.781 0.807  
TruGRC 0.789 0.788 0.786 0.792 0.799 0.803  
IBGR 0.752 0.759 0.752 0.748 0.774 0.801  
ECOagg 0.804 0.799 0.799 0.794 0.791 0.791   

AV 0.771 0.773 0.777 0.779 0.781 0.788  
AVG 0.697 0.698 0.702 0.728 0.749 0.778  
LM 0.693 0.698 0.696 0.723 0.751 0.778 

3 UL 0.684 0.687 0.709 0.747 0.772 0.811  
TruGRC 0.774 0.777 0.781 0.785 0.792 0.802  
IBGR 0.753 0.765 0.761 0.761 0.779 0.801  
ECOagg 0.792 0.791 0.781 0.777 0.777 0.786   

AV 0.781 0.779 0.781 0.784 0.787 0.791  
AVG 0.704 0.708 0.711 0.736 0.756 0.791  
LM 0.701 0.704 0.706 0.732 0.758 0.785 

5 UL 0.692 0.697 0.712 0.746 0.773 0.805  
TruGRC 0.781 0.781 0.787 0.789 0.794 0.807  
IBGR 0.763 0.774 0.769 0.771 0.784 0.803  
ECOagg 0.789 0.781 0.779 0.788 0.793 0.801   

AV 0.788 0.781 0.795 0.796 0.798 0.802  
AVG 0.731 0.736 0.735 0.754 0.776 0.807  
LM 0.715 0.721 0.723 0.746 0.772 0.801 

10 UL 0.711 0.715 0.726 0.756 0.782 0.803  
TruGRC 0.793 0.782 0.796 0.801 0.804 0.814  
IBGR 0.774 0.782 0.783 0.783 0.795 0.802  
ECOagg 0.806 0.798 0.798 0.804 0.804 0.805 

Statistically significant results are given in bold 

Table 5 
The nDCG results for the CAMRa2011 dataset.  

Aggregation method top-N  

1 3 5 10 

AV 0.839 0.842 0.847 0.855 
AVG 0.887 0.901 0.905 0.902 
LM 0.883 0.895 0.899 0.9062 
UL 0.901 0.904 0.906 0.913 
TruGRC 0.889 0.895 0.888 0.883 
IBGR 0.887 0.903 0.904 0.903 
ECOagg 0.911 0.911 0.901 0.905 

Statistically significant results are given in bold 
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the groups are much more homogeneous compared to those in the 
MoviLens dataset. Thus, the performances of the aggregation methods 
show a similar pattern for the CAMRa2011 dataset. Here, the difference 
between the highest achieved nDCG score and the lowest ranges from 
1% to 8%. 

Examining the effect of the number of recommended items, i.e., the 
length of the recommendation list (N), we find that the performances of 
the aggregation methods do not necessarily vary. Nevertheless, we 
observe a slight decrease (around %2–%3) in these performances as the 
number of the recommended items gets larger. This may be due to the 
sparsity of the datasets. The more items are recommended, the more we 
rely on the estimated actual ratings to calculate the nDCG scores. 

When comparing the performances of the aggregation methods 
tested on the CAMRa2011 dataset, ECOagg and UL achieve the highest 
nDCG scores in almost all settings. Considering only these two methods, 
ECOagg is superior to UL when the number of recommended items is 
small. A baseline aggregation method AV follows these two methods. 
Also, the performance of IBGR, an advanced method, is comparable to 
AV. 

As for the MovieLens dataset, where the groups are larger and 
random, we reach somewhat different conclusions. Again, the proposed 
aggregation method ECOagg scores the highest, especially for large 
groups; however its most serious competitor is TruGRC for this dataset. 
Also, AV shows a considerable performance, suggesting that selecting 
items that have received a high rating from the vast majority of a group 
may be an appropriate approach to determine the group preferences in 
certain circumstances. 

5.4.2. The m-prop results 
As mentioned earlier, another indicator for evaluating the success of 

a GRS is its ability to maximize the number of group members satisfied 
with the recommended items. The metric called m-prop considers a 
member satisfied if she has provided a high rating (in our case a rating of 
3.5 on a 5-star scale) to m out of N recommended items. The proportion 
of such members in the group yields the m-prop score. We fix the 
number of recommended items as 5 and let m vary from 1 to 5 in the 
experiments. Table 7 and Table 8 show the m-prop scores from the ex-
periments conducted on the CAMRa2011 and Movielens datasets 
respectively. 

Clearly it is somewhat trivial to achieve high m-prop scores when the 
groups are small and m is set to a small value; because if this is the case a 
group member is considered satisfied even if she is happy with a tiny 
fraction of the recommended items; and such members can easily 
dominate the small groups. For this reason, the aggregation methods 
show similar performance for the CAMRa2011 dataset when m is small. 
However, it becomes more difficult when m becomes large. In fact, the 
difference between the highest and lowest scores is about 10%, obtained 
by ECOagg and AV, respectively, when m is set to the maximum (i.e., 5). 

Looking at the m-prop scores from the MovieLens dataset, where the 
groups are much larger and more heterogeneous, it is evident that the 
choice of aggregation method plays a more critical role, as the m scores 
in this case vary over a wide range. This suggests that in the presence of 
large and heterogeneous groups, one has to be more careful when 
choosing the aggregation method if one wants to satisfy the largest 
possible number of users. See the columns of Table 8 corresponding to 
small k values. For example, if m is three and k is four, and UL is 
employed for the aggregation process, then 38% of users are satisfied 
with three of the five recommended items, while this percentage is about 
74% if ECOagg is preferred instead. 

Based on the m-prop scores in Table 8, we claim that ECOagg's main 
competitor is TruGRC. ECOagg outperforms TruGRC when groups are 
larger, although TruGRC tends to achieve the highest m-prop score when 
the groups are relatively small. AV, a baseline method, follows bothof 
these sophisticated aggregation methods, in contrast its poor perfor-
mance in CAMRa2011 dataset. This suggests that at the phase of the 
aggregation, featuring highly rated items only may be an appropriate 
approach to satisfy maximum number of group members in some cir-
cumstances. Nevertheless, this approach can be criticized for not rec-
ommending novel and interesting items to the groups, as it biased 
towards the popular items. 

6. Conclusions 

We divide this section into four parts to provide a structural frame-
work for drawing conclusions about the successes and the limitations of 
the proposed aggregation method. 

6.1. Theoretical contributions 

In this paper, we propose a novel aggregation method for Group 
Recommender Systems (GRSs), called ECOagg, inspired by crowd-
sourcing, making the following theoretical contributions. First, we 
present the similarities between the task of aggregating labels coming 
from different crowd workers and that of aggregating preferences of 
group members to estimate group preferences. Second, we adapt the EM 
algorithm as used for aggregating labels in crowdsourcing to aggregate 
the members’ preferences. Third, we consider the problem of estimating 
group rating as an ordinal classification problem, as there exists a nat-
ural ordering between the ratings; and fourth, we take a Bayesian 
approach imposing priors on the expertise levels of group members. 

6.2. Practical contributions 

The theoretical contributions summarized above lead to the 

Table 8 
The m-prop results for the MovieLens dataset.  

m Aggregation 
method 

Number of Groups (k)   

4 8 16 32 64 128  

AV 0.962 0.958 0.953 0.953 0.958 0.972  
AVG 0.824 0.791 0.827 0.888 0.921 0.951  
LM 0.763 0.781 0.831 0.877 0.916 0.951 

1 UL 0.751 0.776 0.843 0.885 0.933 0.961  
TruGRC 0.966 0.958 0.976 0.966 0.963 0.979  
IBGR 0.951 0.946 0.957 0.951 0.951 0.965  
ECOagg 0.974 0.971 0.964 0.966 0.969 0.971   

AV 0.868 0.868 0.871 0.861 0.868 0.893  
AVG 0.671 0.591 0.619 0.691 0.781 0.841  
LM 0.549 0.574 0.626 0.704 0.773 0.847 

2 UL 0.551 0.571 0.636 0.724 0.809 0.873  
TruGRC 0.818 0.828 0.834 0.885 0.888 0.894  
IBGR 0.813 0.824 0.847 0.832 0.859 0.881  
ECOagg 0.888 0.889 0.861 0.861 0.888 0.892   

AV 0.737 0.738 0.741 0.738 0.731 0.731  
AVG 0.451 0.395 0.414 0.487 0.577 0.675  
LM 0.415 0.381 0.429 0.493 0.574 0.675 

3 UL 0.386 0.387 0.447 0.512 0.614 0.729  
TruGRC 0.737 0.743 0.748 0.759 0.758 0.733  
IBGR 0.618 0.628 0.674 0.649 0.693 0.733  
ECOagg 0.747 0.744 0.746 0.745 0.738 0.731   

AV 0.488 0.486 0.482 0.484 0.494 0.464  
AVG 0.277 0.233 0.259 0.276 0.347 0.456  
LM 0.271 0.228 0.257 0.282 0.351 0.448 

4 UL 0.234 0.241 0.285 0.298 0.399 0.501  
TruGRC 0.486 0.501 0.461 0.501 0.502 0.512  
IBGR 0.377 0.376 0.424 0.425 0.466 0.498  
ECOagg 0.515 0.505 0.498 0.487 0.488 0.491   

AV 0.181 0.175 0.189 0.189 0.181 0.183  
AVG 0.148 0.108 0.108 0.111 0.149 0.219  
LM 0.122 0.107 0.112 0.111 0.141 0.211 

5 UL 0.119 0.106 0.126 0.118 0.174 0.244  
TruGRC 0.178 0.173 0.181 0.183 0.194 0.243  
IBGR 0.158 0.143 0.165 0.185 0.188 0.274  
ECOagg 0.234 0.191 0.182 0.184 0.181 0.225 

Statistically significant results are given in bold 
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following practical contributions. Uncovering the similarities between 
crowdsourcing and GRSs promises to provide a new way to aggregate 
user preferences in GRSs using the established and justified methods of 
crowdsourcing. Also, thanks to the EM algorithm, which plays the key 
role in ECOagg, we improve the estimates of group preferences and the 
expertise levels of the group members concurrently. 

Approaching the problem of estimating group rating from the 
perspective of ordinal classification opens up the possibility to borrow a 
wide range of established approaches available in ordinal classification. 
Following one of the most common approaches, we obtain r − 1 binary 
classification problems for r (r > 2) unique ratings. As a result, we are 
able to measure the expertise levels of the group members in terms of 
sensitivity and specificity. Finally, thanks to the Bayesian approach we 
take, we can incorporate any background information about the mem-
bers, such as how reliable they are. 

6.3. Limitations 

We test the effectiveness of ECOagg on two datasets:CAMRa2011, 
where the groups are nuclear families, thus small and established; and 
MovieLens, where the groups are much larger and randomly con-
structed. Due to the page limitation, we restrict ourselves to these two 
types of groups, while there are two other types of groups in GRSs, 
namely occasional and automatically identified. 

As emphasized before, ECOagg can incorporate any kind of back-
ground knowledge about group members due to its Bayesian nature. 
Nevertheless, to show the effectiveness of ECOagg without relying on 
external information, we only used the given datasets during the ex-
periments in the this paper. 

6.4. Future research 

Future work will primarily focus on integrating some auxiliary in-
formation about users, such as trust networks, and members’ contribu-
tion scores, into ECOagg, and try to cover the other types of groups in 
GRSs. Finally, as our method shows the similarities between crowd-
sourcing and GRSs, different aggregation methods can be adopted from 
crowdsourcing to be employed for GRSs in the future. 
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