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Abstract 
Objective: Despite improvements in diagnostic methods, acromegaly is still a late-diagnosed disease. In this study, it was aimed to automatically 
recognize acromegaly disease from facial images by using deep learning methods and to facilitate the detection of the disease.
Design: Cross-sectional, single-centre study
Methods: The study included 77 acromegaly (52.56 ± 11.74, 34 males/43 females) patients and 71 healthy controls (48.47 ± 8.91, 39 males/32 
females), considering gender and age compatibility. At the time of the photography, 56/77 (73%) of the acromegaly patients were in remission. 
Normalized images were obtained by scaling, aligning, and cropping video frames. Three architectures named ResNet50, DenseNet121, and 
InceptionV3 were used for the transfer learning-based convolutional neural network (CNN) model developed to classify face images as 
“Healthy” or “Acromegaly”. Additionally, we trained and integrated these CNN machine learning methods to create an Ensemble Method 
(EM) for facial detection of acromegaly.
Results: The positive predictive values obtained for acromegaly with the ResNet50, DenseNet121, InceptionV3, and EM were calculated as 
0.958, 0.965, 0.962, and 0.997, respectively. The average sensitivity, specificity, precision, and correlation coefficient values calculated for 
each of the ResNet50, DenseNet121, and InceptionV3 models are quite close. On the other hand, EM outperformed these three CNN 
architectures and provided the best overall performance in terms of sensitivity, specificity, accuracy, and precision as 0.997, 0.997, 0.997, and 
0.998, respectively.
Conclusions: The present study provided evidence that the proposed AcroEnsemble Model might detect acromegaly from facial images with 
high performance. This highlights that artificial intelligence programs are promising methods for detecting acromegaly in the future.
Keywords: acromegaly, artificial intelligence, deep learning, detection

Significance

In the present study, we aimed to automatically recognize acromegaly disease from facial images by using deep learn-
ing methods and to facilitate the diagnosis of the disease. The main contribution of the current paper is summarized in 
the following: (a) for the rst time, transfer learning-based deep learning and deep learning-based machine learning 
techniques were used from facial images in the detection of acromegaly disease, (b) a high-accuracy transfer learning- 
based deep learning framework we call AcroEnsemble, in which three deep learning techniques are combined, has 
been proposed, (c) the proposed framework is benchmarked against deep learning and machine learning methods 
under various statistical measures, (d) a unique acromegaly dataset has been created for the Turkish nation.

Introduction
Acromegaly is a rare and slowly progressing disease typically 
caused by overproduction of growth hormone (GH) and, con-
sequently, insulin-like growth factor 1 (IGF-1), usually result-
ing from a pituitary adenoma. Acromegaly is associated with a 
variety of cardiovascular, respiratory, endocrine, metabolic, 

and musculoskeletal comorbidities, as well as increased mor-
tality. A recent study of 3173 patients reports that the delay 
between the onset of the rst symptoms and the diagnosis of 
acromegaly is ∼8–10 years. Despite efforts for earlier recog-
nition of acromegaly and improved diagnostic tests, the delay 
from onset of symptoms to diagnosis of the disease could not 
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have been changed in the last three decades. This diagnostic 
delay may cause psychosocial deterioration and increase the 
risk of complications. Therefore, there is a need for new 
techniques that can increase diagnostic awareness and facili-
tate the detection of acromegaly.

Patients with acromegaly have typical facial changes such as 
enlargement of the nose, chin, forehead, cheekbones, soft tis-
sue swelling (lip, nose, ear enlargement), and skin thickening. 
Since the face change happens so slowly, it is often overlooked, 
especially by the patient himself and those who see the patient 
frequently. Acromegaly in patients with subtle features can be 
detected by computer software using facial features on pa-
tients’ photographs. Machine learning (ML) systems contrib-
ute to the earlier recognition of patients with acromegaly.

In this study, we aimed to automatically detect acromegaly dis-
ease from facial images. For this purpose, the effectiveness of ac-
romegaly recognition using deep learning (DL) methods and ML 
approaches was examined. On the basis of experimental results, 
we proposed a DL model called AcroEnsemble.

Materials and methods
Patients and controls
The study was conducted in the Endocrinology and Metabolism 
Department of Health Science University, Diskapi Yildirim 
Beyazit Training and Research Hospital. We included 77 acro-
megaly (52.56 ± 11.74, 34 males/43 females) patients who 
were followed up in our clinic and 71 healthy individuals 
(48.47 ± 8.91, 39 males/32 females) as the control group, con-
sidering gender and age compatibility (P > .05). An unequivo-
cally increased serum IGF-1 concentration with typical clinical 
manifestations, nonsuppressed GH in an oral glucose toler-
ance test and the presence of a pituitary tumor were used to 
diagnose acromegaly. Disease control was described as the 
patient having normal IGF-1 levels according to age and sex.

The present study was conducted ethically in accordance 
with the World Medical Association Declaration of 
Helsinki. Approval for the current study was granted by the 
Ethics Committee of the University of Health Sciences, 
Diskapi Yildirim Beyazit Training and Research Hospital (ap-
proval date: 20.09.2021/no: 120/07). Informed consent was 
obtained from all participants in the study.

Biochemical evaluations
Serum GH and IGF-1 levels were measured by IMMULITE 
2000 Immunoassay System (Siemens Healthcare GmbH, 
Erlangen, Germany). The method for GH measurement was 
based on a solid-phase, two-site chemiluminescent immunomet-
ric assay (Siemens Healthcare Diagnostics Products—Glyn 
Rhonwy Llanberis, Gwynedd LL55 4EL, United Kingdom). 
GH measurement was standardized using the recombinant 
WHO standard second IS 98/574. The method for IGF-1 assay 
was a solid-phase, enzyme-labeled chemiluminescent immuno-
metric assay (Siemens Healthcare Diagnostics Products—Glyn 
Rhonwy Llanberis, Gwynedd LL55 4EL, United Kingdom). 
Serum IGF-1 levels were compared with the age-sex adjusted 
normal reference values obtained from the manufacturer’s in-
structions for use.

Learning models
DL is the process of extracting a hierarchy of features from 
raw input images using neural networks that have many 

layers. The most distinguishing characteristic of DL methods 
is that they obtain the complex hierarchy of image features 
by using their self-learning ability rather than handcrafted fea-
tures such as face landmarks. It means that deep networks are 
able to create multiple levels of abstraction to represent a data. 
Thus, they can be used in solving heuristic problems that do 
not have a speci c formula or how they are solved by humans 
cannot be de ned exactly. Contrary to traditional ML meth-
ods, the performance of DL methods does not remain constant 
after a certain point but increases depending on the size of the 
data. However, working with large datasets in many problem 
areas, such as data on rare diseases in healthcare, is a signi -
cant challenge. Transfer learning, which is inspired by the 
idea of leveraging prior knowledge to solve problems encoun-
tered for the rst time, can help in some situations where data 
is limited. The knowledge obtained from huge datasets is 
transferred to solve speci c problems such as acromegaly de-
tection. The weight transfer process can be de ned as the 
transfer of expert knowledge of a DL network specialized in 
a different classi cation problem to a new DL network. This 
allows the DL network to nd the optimum weights and 
bias values of the classi er to solve the problem more easily.

The recognition of acromegaly has been addressed in this study 
using both transfer learning-based DL models such as 
ResNet50, DenseNet121, and InceptionV3 and traditional 
ML techniques such as k-nearest neighbor (kNN), support vector 
machine (SVM), decision tree (DT), and random forest (RF). The 
effectiveness of DL models based on transfer learning and ML ap-
proaches was thoroughly compared. Based on experimental 
studies, a deep convolutional neural network (CNN) framework 
was proposed with transfer learning for acromegaly recognition. 
The proposed framework takes advantage of the performances of 
three pre-trained networks, ResNet50, DenseNet121, and 
InceptionV3, which we call AcroEnsemble. The general architec-
ture of the proposed method is given in Figure 1.

Face classification
In the initial phase, video recordings of the participants were 
captured with the different mobile phone cameras at the clinic 
by the authors. In order to prevent image shifting during re-
cordings, the participants were seated on a chair, and the 
background was adjusted as a single color. 180-degree images 
were recorded from the right pro le to the left pro le of the pa-
tients for an average of 20 s. For each participant, an average 
of 10 images were obtained and saved from the video. The im-
ages were composed of recorded images from the right pro le 
to the left pro le at an angle of ∼20 degrees. Thus, we obtained 
an average of 10 images consisting of the right pro le, left pro-
le, cross pro le, and opposite side of each patient. Finally, all 

images were cropped according to the head border of the indi-
vidual and resized to 256 × 256. Aspect ratios were preserved 
to avoid distortion of images during resizing. Zero padding 
was applied to the blank areas in the image.

After the normalization process, images were divided into 
training and test sets at 80% and %20, respectively. A 
5-fold cross-validation method was used to achieve more con-
sistent and unbiased performance results. The initial phase is 
followed by training of the pre-trained CNN models 
ResNet50, DenseNet121, and InceptionV3. Two fully 
connected layers containing 1024 and 1024 neurons, respect-
ively, and a softmax layer with two neurons for the “Healthy” 
or “Acromegaly” classes were added to the classi cation 
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layers of these pre-trained models. The weights of feature ex-
traction layers in the pre-trained models were used to initialize 
the weights of the acromegaly recognition models. The trans-
fer learning architecture of the proposed framework is shown 
in Figure 2. The experimental setup of the current study was 
provided in Supplementary.

Statistical analysis
Statistical analysis of baseline characteristics and medical 
data was performed using SPSS software (version 23.0, 

SPSS, IBM Corporation, NY, USA). Data distribution was ex-
amined with the Kolmogorov-Smirnov test. Normally distrib-
uted data were expressed using mean ± standard deviation 
(SD) values, while non-normally distributed data were ex-
pressed using median with interquartile range (IQR) values. 
Categorical variables were reported as frequencies and percen-
tages (%).

The confusion matrix evaluates ML classi cation by calcu-
lating true positive (TP), false positive (FP), true negative 
(TN), and false negative (FN) values. In the current study, 
the acromegaly classi cation performance of DL models 

Figure 1. The general architecture of the proposed framework.

Figure 2. Transfer learning architecture. CNN, convolutional neural network.

Kizilgul et al.                                                                                                                                                                                                          3

D
ow

nloaded from
 https://academ

ic.oup.com
/ejendo/article/188/1/lvad005/6986588 by guest on 10 February 2023



was evaluated between the predicted outputs of the 
networks and the real outputs, which are receiver operating 
characteristic curve (ROC) statistical metrics such as accur-
acy Acc = (TP + TN)/(TP + TN + FP + FN)), area under the 
curve (AUC), speci city (Spec = TN/(TN + FP)), precision 
(P = TP/(TP + FP)), recall (Re = TP/(TP + FN)), F1-score 
F1 = 2 Precision Recall

Precision+Recall , and pearson correlation coef cient 

R = (x = x)(y − y)

(x − x)2 (y − y)2

. In addition, the perform-

ances of DL models were evaluated with negative predictive 
value (NPV) and positive predictive value (PPV). These per-
formance values were obtained class-based using a one-hot 
encoding method. In this context, rst, the acromegaly and 
healthy class labels for predicted and real outputs were as-
signed as 1 and 0, respectively. Second, the ROC perform-
ance of the DL methods was obtained by setting the 
healthy and acromegaly class labels as 1 and 0, respectively. 
The overall performance metrics of DL methods were found 
by calculating the macro-average of the values obtained for 
the acromegaly patients and healthy controls.

Results
Fifty-six (72.7%) of the acromegaly patient group had con-
trolled disease at the time of photography. The median time 
from symptom onset to diagnosis was 4 (2–6) years, while 
the time from diagnosis to photography was 70 (33–120) 
months. Forty (51.9%) of the patients have been followed 
up with medical treatment after surgery for pituitary aden-
oma. While the median IGF-1 levels of the patients were 
2.58×upper limit of normal (ULN) (1.95–3.33) at the time 
of diagnosis, these levels decreased to 0.75 xULN (0.59– 
1.09) at the time of photography (P < .001). The characteris-
tics of acromegaly patients are summarized in Table 1.

The acromegaly dataset was divided into training and test 
sets at 80% and %20, respectively. The samples were divided 
into ve training and testing subsets using the repeated ran-
dom subsampling validation (RSV) technique. The test data-
sets include images of 14 acromegaly (7 males, 7 females) 
patients and 14 controls (7 males, 7 females). Train datasets 
contain images of 57 controls (32 males, 25 females) and 63 
patients with acromegaly (27 males, 36 females). The per-
formance of the DL and ML models was compared using the 
same RSV sub data sets.

The average performance results calculated for the 
DenseNet121, ResNet50, and InceptionV3 DL models to dif-
ferentiate acromegaly from the healthy condition are given in 
Table 2. Although the results calculated in its three models are 
high, the DenseNet121 model achieved the highest perform-
ance values on the test data.

The results obtained by the model we call AcroEnsemble, 
which combines the 3 DL models in the study, are shown in 
Table 2. When the results were examined, it was revealed 
that the ensemble process improved the test performance.

In Figure 3, NPV (Figure 3A) and PPV (Figure 3B) values 
obtained by DenseNet121, ResNet50, InceptionV3, and 
AcroEnsemble models for ve different sub-datasets are 
shown. When the results are examined, it was seen that each 
DL model obtains performance values close to each other 

for the subtest data sets, while the AcroEnsemble model 
achieves better results.

In addition to the DL models, the performance of the pro-
posed framework was compared with four different ML clas-
si ers: kNN, SVM, DT, and RF. The features obtained from 
the atten layer of the DenseNet121 model were used in the 
input of the ML models in this scenario. The performance re-
sults of the ML models on the test data sets are given in 
Table 3. The best results among ML methods were obtained 
with the SVM model.

The distribution plots of the NPV (Figure 4A) and PPV 
(Figure 4B) values obtained by the ML models for the sub- 
datasets are illustrated in Figure 4. Although it was observed 
that each DL model obtained performance values close to 
each other for the subtest datasets, the results of the SVM 
model were comparatively better.

Tables 2 and 3 shows the overall average performance re-
sults of the DL and DL-based ML models. Accordingly, the 
worst results were obtained for the kNN classi er. The worst 
results were obtained by the kNN classi er with an accuracy 
of 0.862. Among the ML methods, the performance of the 
SVM model in distinguishing acromegaly from the healthy 
state is relatively high. However, the best results were obtained 
with the AcroEnsemble model, which combined the 3 DL 
models.

The AcroEnsemble model found the AUC and accuracy val-
ues for men and women with acromegaly to be 0.989, 0.989, 
1.00, and 1.00, respectively. These performance values for 
control men and women were calculated as 1.00, 1.00, 
0.989, and 0.989, respectively.

Discussion
Acromegaly is characterized by occult onset, a slow progres-
sion that eventually leads to comorbidities and shortened life 
expectancy. The prevalence of acromegaly around the world 
is 28–137 per million, while the incidence ranges from 2 to 11 

Table 1. Characteristics of acromegaly patient population.

Variables Patients

N (%) 77 (100.0)
Age, mean ± SD, years 52.56 ± 11.74
Female gender, n (%) 43 (55.8)
Disease control, n (%)

Remission 56 (72.7)
Active 21 (27.3)

Time from symptom onset to diagnosis, 
median (IQR), years

4.0 (2.0–6.0)

Time from diagnosis to photography,  
median (IQR), months

70.0 (33.0–120.0)

Treatment modality, n (%)
Surgery alone 31 (40.3)
Surgery plus medical 40 (51.9)
Medical alone 6 (7.8)

Laboratory at the time of diagnosis  
(n = 60)
Basal GH, median (IQR), mcg/L 8.47 (4.35–17.45)
IGF-1, median (IQR), xULN 2.58 (1.95–3.33)

Laboratory at the time of photography  
(n = 77)
Basal GH, median (IQR), mcg/L 0.82 (0.39–1.99)
IGF-1, median (IQR), xULN 0.75 (0.59–1.09)

GH, growth hormone, IGF-1, insulin-like growth factor 1; IQR, interquartile 
range; ULN, upper limit of normal; SD, standard deviation.
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cases per million people per year. The diagnosis of acromeg-
aly is still delayed in most patients, and this delay corresponds 
to an increase in morbidity and mortality. At the time of 
diagnosis, approximately 70% of somatotroph adenomas 
are macroadenomas and the cavernous sinus is usually in-
vaded by the tumor, which reduces the possibility of cure. 
Acromegaly is clearly underdiagnosed in the general popula-
tion, and with active screening, many previously undetected 
cases of acromegaly can be found. The true prevalence of 

acromegaly is probably higher than currently thought and 
may reach 4-10 cases per 10,000 of the general population.
The variety of disease symptoms leading the patients to refer to 
clinicians from different specialties (dentists, hand surgeons, 
ophthalmologists, gynecologists, etc.) and the relatively insidi-
ous facial changes may contribute to the delay in diagnosing 
acromegaly. Therefore, new approaches that can increase 
awareness, especially in patients and non-endocrinologist 
clinicians, may prevent further delay in the diagnosis of the 

Table 2. The average performance results of the transfer-based deep learning models and AcroEnsemble model.

Performance metrics AUC Spec Acc R Pre Recall F1-score NPV PPV

DenseNet-121 A 0.966 0.972 0.965 0.931 0.975 0.959 0.967 0.955 0.975
H 0.966 0.959 0.965 0.931 0.955 0.972 0.964 0.975 0.955
Overall 0.966 0.966 0.965 0.931 0.965 0.966 0.965 0.965 0.965

ResNet50 A 0.959 0.966 0.958 0.917 0.968 0.952 0.960 0.948 0.968
H 0.959 0.952 0.958 0.917 0.948 0.966 0.956 0.968 0.948
Overall 0.959 0.959 0.958 0.917 0.958 0.959 0.958 0.958 0.958

Inception-V3 A 0.960 0.945 0.961 0.922 0.952 0.975 0.963 0.972 0.952
H 0.960 0.975 0.961 0.922 0.972 0.945 0.958 0.952 0.972
Overall 0.960 0.960 0.961 0.922 0.962 0.960 0.961 0.962 0.962

AcroEnsemble A 0.997 0.995 0.997 0.995 0.995 1.000 0.997 1.000 0.995
H 0.997 1.000 0.997 0.995 1.000 0.995 0.997 0.995 1.000
Overall 0.997 0.997 0.997 0.995 0.997 0.997 0.997 0.997 0.997

Acromegaly patients. 
Healthy controls. 
Speci city. 
Accuracy. 
Regression. 
Precision. 
AUC, area under the curve, NPV, negative predictive value, PPV, positive predictive value.

Figure 3. Performance results of the deep learning models for five testing subsets, (A) NPV: negative predictive value, (B) PPV: positive predictive value.

Table 3. Performance results of machine learning classifiers.

ML models AUC Spec Acc R Pre Recall F1-Score NPV PPV

kNN 0.869 0.740 0.862 0.757 0.780 0.997 0.874 0.997 0.780
SVM 0.992 0.991 0.991 0.983 0.990 0.992 0.991 0.992 0.990
DT 0.844 0.845 0.844 0.690 0.834 0.844 0.837 0.858 0.834
RF 0.928 0.920 0.926 0.857 0.916 0.936 0.923 0.942 0.916

Speci city. 
Accuracy. 
Regression. 
Precision. 
The best results among ML methods were obtained with the SVM model. 

AUC, area under the curve; DT, decision tree; kNN, k-nearest neighbor; ML, machine learning, NPV, negative predictive value; PPV, positive predictive value; 
RF, random forest; SVM, support vector machine.
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disease. We aimed to use ML systems analyzing facial pictures 
to screen acromegaly in adults, which achieved up to 98% 
accuracy.

A new imaging technique, three-dimensional (3D) stereo-
photography may provide more detailed facial features in pa-
tients with acromegaly. A study of 39 acromegalic patients 
demonstrated that 3D stereophotography is an accurate and 
reliable tool for analyzing facial characteristics. Meng 
et al. reported that the addition of ML to 3D imaging could 
accurately identify and predict facial variables in acromegaly 
patients. However, these studies were not an acromegaly pa-
tient recognition study, and it may not be possible to use it 
in instant and real-time applications since the image must be 
taken from 3 different angles in an experimental environment 
for an adequate assessment. ML has the potential to become a 
real game-changer in many areas of medicine by opening up 
new ways to handle complex healthcare problems. ML is a 
subset of arti cial intelligence (AI) that focuses on using algo-
rithms to learn from the data without the need for further pro-
gramming. CNN, as a typical kind of feed-forward arti cial 
neural network, has been widely applied in video, audio, 
and image recognition. Face recognition technologies have 
been used in the diagnosis of diseases. Kruszka et al. re-
ported that a facial recognition technology used for the diag-
nosis of 22q11.2 deletion syndrome had a sensitivity and 
speci city of more than 96%. Abnormal facial bone hyperos-
teogeny and soft tissue hypertrophy chronically deform the 
faces of acromegaly patients, causing self-con dence loss 
and psychological trauma while disturbing quality of life.
The facial changes seen in acromegaly are due to chronic ex-
posure to increased GH and IGF-1 on the bone, cartilage, 
and soft tissue. Miller et al. compared the facial photographs 
of 24 patients with acromegaly with 25 normal subjects by a 
computer program, which achieved an accuracy of 86%.
Schneider et al. analyzed face photographs of 57 acromegaly 
patients and 60 controls by similar computer software, with 
an accuracy of 71.9% for patients and 91.5% for controls. 
Classi cation accuracy by software is higher than by medical 
experts or general internists, particularly in patients with 
mild features of acromegaly. These studies were performed 
with a small sample size and in a speci c population and can 
not be adaptable to other populations. Using CNN as software 
is an advantage of our study.

In a recent study, ML methodology was used in the detec-
tion of acromegaly, and a sensitivity of 96%, a speci city of 

96%, a PPV of 96%, and an NPV of 95% were obtained by 
the analysis of facial photographs. They used various ML 
methods (Linear models, kNN, SVM, RF, CNN) to generate 
a better-integrated one (Ensemble Method) for the rst time. 
However, there are some limitations to this study. They did 
not include photographs of side views. We had side view pho-
tographs and video images. Another limitation of their study 
was using a speci c population. Hence the results could not 
be extrapolated to other populations. We have shown that 
similarly successful results can be obtained with the 
ML-based face recognition method in a different society and 
with smaller sample size.

Previous studies have found that male acromegaly pa-
tients have more remarkable and typical changes, particu-
larly in the nose and lip contours, than females.
Schneider et al. found that by using only frontal views, 
the rates of correct classi cation in female and male acro-
megaly patients were 67.4% and 82.6%, respectively, 
and when side views were added, the correct classi cation 
rates increased to 81.0% and 86.2% in females and males, 
respectively. Meng et al. showed that the disease may be 
predicted with high accuracy in both genders by perform-
ing linear discriminant analysis, which is a multivariate 
classi cation technique from ML. Also, we proposed a 
unique AcroEnsemble model in the current study and char-
acterized acromegaly features with very high accuracy in 
both genders. These results highlight that CNN-based soft-
ware can create separate fascial data systems for male and 
female genders and identify the disease with high accuracy 
in both genders.

Although ML methods have been used in other studies be-
fore, the methods used in these studies differ from each other. 
Since the face datasets used in other studies are not shared as 
open source, it is not possible to access those datasets, so we 
created our dataset. In our study, in order to avoid the com-
plex feature selection process of ML and increase its success, 
the feature extraction capability of DL models was utilized. 
Although it has been observed that the success of ML methods 
has been improved, DL methods with transfer learning have 
obtained the best results.

The main contribution of the current paper is summarized 
in the following: a) for the rst time, transfer learning-based 
DL and DL-based ML techniques were used from facial im-
ages in the detection of acromegaly disease, b) a transfer 
learning-based DL framework with high accuracy has been 

Figure 4. Performance results of the deep learning-based machine learning models for five testing subsets, (A) NPV, negative predictive value, (B) PPV, 
positive predictive value. DT, decision tree, kNN, k-nearest neighbor, RF, random forest, SVM, support vector machine.
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proposed, c) the proposed framework is benchmarked against 
DL and ML methods under various statistical measures, d) a 
unique acromegaly dataset has been created for the Turkish 
nation.

There are several limitations of our study. First, the current 
study has a relatively small sample size. Second, in the vast ma-
jority of patients, current photos and videos were used instead 
of photos and videos at the time of diagnosis. In addition, the 
median time from symptom onset to diagnosis and from diag-
nosis to photography in the study population was 4 years and 
70 months, respectively, indicating that the patients included 
in the study were cases with substantial acromegalic facial fea-
tures rather than mild cases. However, considering that three- 
quarters of the patients in the study had controlled disease, it 
should be taken into account that there may have been also 
some improvements in the facial features of the patients over 
time, compared to the time of diagnosis. Third, the perform-
ance of AI methods was not evaluated by comparing it with 
clinician performance or a questionnaire method. On the oth-
er hand, there are some important strengths of our study. In 
previous studies, the working time of the methods has not 
been discussed and given. Our work can handle images in real- 
time. Hence, it can generate tags for more than 30 photos per 
second. Since it does not involve feature extraction, it is not af-
fected by the success of the feature extraction method. With 
transfer learning, the results of intensive training processes 
were utilized. With the video data set, not only one or several 
angles, but also an average of 10 image frames from 
180-degree angles were studied.

Acromegaly facial recognition technologies can be used in 
clinic settings. Individuals who voluntarily accept automatic 
screening and the system gives a positive result can be referred 
to health professionals for IGF-1 testing and, if necessary, pi-
tuitary MRI. In this way, early diagnosis can be achieved in 
underdiagnosed diseases such as acromegaly. This way may 
provide hope for earlier diagnosis which is the one of the 
most signi cant problems in the management of acromegaly.

In conclusion, it is clear that there is a need for improved 
screening strategies for the diagnosis of acromegaly. Our data 
demonstrated that ML methods are highly effective in acromeg-
aly face detection. The future development of smartphone-based 
applications may guide the clinician in the selection of patients 
for further testing and specialist referral. Additionally, using 
this application by people can direct possible acromegaly pa-
tients to the hospital, which will pave the way for the diagnosis 
of the disease. However, privacy protection, which is a signi -
cant obstacle to AI applications, with ethical design thinking 
should always be kept in mind. A series of actions and rules de-
signed to protect privacy are deserved to be made.
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