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Abstract

Nowadays, computer technologies are increasing rapidly. Thanks to the development of computer
technologies, large and complex raw data sets can be transformed into useful information with
different analysis techniques. Different algorithms developed thanks to computer technologies can
offer different solutions to scientists and users working in different branches of science, especially
engineering sciences, mathematics, medicine, industry, financial/economic fields, marketing,
education, multimedia and statistics. Thanks to these solutions, it is possible to easily achieve the
desired goals and objectives. Thus, by correctly managing and analyzing existing data in large
and complex raw data datasets, accurate predictions can be made to be used in similar problems in
the future. Data sets are analyzed and evaluated using different methods. It is also possible that
the classification of data during the analysis and evaluation stages of data sets significantly affects
the decision-making process regarding the work to be done. Classification of data can be done by
statistical method or data mining method. Decision trees, which can be used to classify numerical
and alphanumeric data, generally provide a great advantage for decision makers in terms of easy
interpretation and understandability compared to other classification techniques. For these
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reasons, in this study, decision trees, one of the most used classification techniques in data mining,
are mentioned.

Keywords: Weka, decision trees, classification

1. Introduction

Data mining; Valid and useful information is obtained through different analysis
techniques hidden in large data sets; [1,2,3,4]. It is defined as an interdisciplinary branch
of research that combines techniques and algorithms from several disciplines, including
computer science, mathematics, and statistics [5]. It is used for classification and
prediction purposes in many different fields such as medicine, industry,
financial/economic fields, engineering, marketing, education and multimedia (3,6,7). The
steps followed in the data mining process generally consist of five stages: defining the
problem, preparing the data, establishing and evaluating the model, using the model and
monitoring the model [8,9]. After data sets are taken from many sources and combined
and sent to data warehouses, the data in the warehouses are taken and pre-processed
before being evaluated in a standard format. The processed data is transferred to a data
mining algorithm that produces an output in the form of rules or another type of pattern
and is interpreted according to the user's wishes with the help of algorithms (patterns)
and converted into information. Its place in the knowledge discovery phase used in data
mining is shown in Figure 1[10].
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Figure 1. Data mining in the knowledge discovery phase [10]

Online ISSN: 2980-020X https://journals.orclever.com/oprd 402



Orclever Proceedings of

Research and Development CLEVER

https://doi.org/10.56038/oprd.v3i1.376 Science & Research Group

Nowadays, when discovering information from databases using advanced information
technologies has become of great importance, data mining looks for hidden networks,
patterns, correlations and interdependencies in huge databases that traditional
information gathering (report creation, pie and bar chart creation, user query, decision
support systems, etc.) methods may miss. Additionally, data mining consists of newly
discovered algorithmic models that help solve user-defined problems quickly.; It also
uses a mixed set of tools. Each model in these powerful toolKkits; It possesses an inherent
simplicity, making it easily comprehensible and user-friendly. These toolsets encompass
a range of artificial intelligence techniques such as expert systems, fuzzy logic, decision
trees, rule induction methods, genetic algorithms, genetic programming, neural
networks, and clustering techniques. Furthermore, through the incorporation of data
visualization, it serves as a valuable tool for facilitating the development, generation, and
interpretation of knowledge derived from data-driven discoveries [11].

Data Mining mainly uses two different models: predictive and descriptive (2,3,12). For
example; While the classification technique uses the regression predictive model, the
association rule, clustering and sequential time models use the descriptive model. The
classification technique is most commonly used in data mining, and it is a model used to
predict data classes whose class is not yet known, using data with a defined class. This
model consists of two stages. In the first stage of the model, a model is created for
prediction purposes, and in the second stage, the model class desired by the user is
estimated using data whose class is unknown. The most preferred classification
techniques can be listed as Support Vector Machines, Artificial Neural Networks, ,
Genetic Algorithms, Logistic Regression, K-Nearest Neighbour and Decision Trees [4,12,
13, 14, 15, 16].

It is extremely important to make accurate predictions for use in similar problems in the
future by correctly managing and analyzing existing data in large data sets. Data sets can
be analyzed in various ways. By classifying the data, the decision-making process
regarding the work to be done will be significantly affected. Classification of data can be
done by statistical method or data mining method. The data classification process consists
of two stages. The initial phase involves learning, during which a classification algorithm
generates the classifier by examining (or acquiring knowledge from) a training set that
includes databases along with their corresponding class labels. In this first step, the model
or classifier derives the function Y = f(X), which, depending on a variable X, can take the
form of mathematical inequalities, decision trees, or classification rules. In the next stage,
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the classifier is predicted correctly. For this, the classifier given in the first step is tested
with a group set other than the training groups, the "test set" [17, 18, 19].

2. Materials and Methods
2.1. WEKA Decision Trees

Upon reviewing the literature, it becomes evident that various data mining programs are
employed. Among these; SAS Enterprise Miner, Rapid Miner, MATLAB, Salford
Predictive Modeling Suite (SPM), STATISTICA, Orange, Knime, Python, Scikit-Learn and
WEKA [20, 21, 22]. Software developed at the University of Waikato in New Zealand is
formally known as the Waikato Environment for Knowledge Analysis (WEKA). Its
primary function is to extract meaningful information from raw data gathered in
agricultural settings. WEKA is designed to advance machine learning methodologies and
implement them in solving practical data mining challenges. It directly applies
algorithms to datasets and offers support for various standard data mining tasks,
including data preprocessing, classification, clustering, regression, visualization, and
feature selection. WEKA is a freely available open-source application, governed by the
terms of the general public license agreement. It boasts a user-friendly design featuring a
graphical interface, facilitating swift installation and ease of use [23]. Over the past few
years, WEKA has proven to be effective in handling extensive datasets from various
domains such as geology, medicine, marketing, banking, and other business sectors [19].

In Weka, classifiers serve as the main learning techniques, generating rule sets or decision
trees to model data. The software encompasses diverse algorithms for acquiring
association rules and clustering data. It maintains a consistent command line interface
across all applications. The program evaluates the performance of different learning
algorithms on a given dataset using a shared evaluation module. Additionally, Weka
offers tools or filters for preprocessing data, with standardized command line interfaces
akin to learning schemes. Notably, Weka is entirely coded in Java, ensuring the
accessibility of data mining tools across various computer platforms. [24].
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The success of the numerical model to be obtained using the machine learning algorithms
(such as Decision tree, Random forest, Logistic regression, K-Nearest neighbor) in the
WEKA program is determined by the correlation coefficient (R), coefficient of
determination (R2?), mean absolute error (MAE), root mean square error (RMSE), relative
absolute error (RAE) and root relative squared error (RRSE) are evaluated according to
error values and calculation criteria. Among the evaluation criteria, R?is stated to be the
accuracy rate and decision-making coefficient of the model [16]. This value varies
between 0 and +1, and when this value approaches 0, it means that the model does not
adapt to the data [25, 26]. It is said that the model's prediction is better the higher the
correlation coefficient [16], a coefficient <0.40 has low correlation, coefficients between
0.40-0.70 have normal correlation, coefficients >0.70 and above have high correlation. It is
stated that it indicates good performance results [4, 27, 28, 29]. Since MAE and RMSE,
which are one of the most frequently used error measures among estimation methods,
are error measures, the performance of the model will be higher if they take low values
close to zero [16, 30], and it is better to evaluate them together, but not limited to them.
[31], it is stated that the model will give perfect results if MAE [4] and RMSE are equal to
zero [32]. Another study states that MAE is a basic accuracy parameter that calculates the
average size of the errors of the prediction results, it gives the number differences
between the actual and predicted values, and in statistics, the mean absolute error (MAE)
is used to measure how close the predictions are to the final results [33]. However, as the
distribution of error magnitudes grows more erratic, RMSE tends to be greater than MAE.
Whereas RMSE evaluates the average of the mistakes and assigns a relatively high weight
to significant errors, MAE measures the average of the errors in a collection of predictions
and creates a linear score, indicating that all individual differences are weighted equally
on average. The error variance in a series of forecasts may be diagnosed using MAE and
RMSE, which have a range of 0 to . [34].

Decision trees are a useful tool for categorizing both numerical and textual data, generally
provide a great advantage for decision makers in terms of easy interpretation and
understandability compared to other classification techniques [2, 5, 11, 12, 13]. In
addition, decision trees are one of the most preferred classification techniques due to
reasons such as low cost, faster than other classification techniques, easy to integrate with
databases and high reliability [12, 35].

Decision tree applications find utilization in a variety of fields for the purpose of
uncovering knowledge and analyzing patterns. These algorithms also offer the
opportunity to generate a clear classification/regression model with satisfactory accuracy
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across diverse domains, including medical diagnosis and credit risk assessment. In this
context, decision trees serve as a non-parametric approach employed to enhance
classification or regression equations. Regression is represented through hierarchical data
structures in supervised learning, wherein independent variables are segmented to
forecast the dependent variable. The decision tree has the ability to classify independent
variables starting from the root node and provide regression equations with the help of
algorithms on each class label. To calculate the value of the dependent variable in a
specific scenario, it is necessary to start from the root in the decision tree and follow the
edges according to the results of the tests on the attributes. A traditional classification
decision tree keeps class labels in its leaves. Figure 2. gives the decision tree, which is a
structural representation of how to make a classification starting from the root node
according to the X feature. Thanks to this tree, more concise and attractive information
can be presented [19, 36].

The decision tree's hierarchical format, typically depicted as a tree with branches and
leaves, allows the examination of various factors. The classification outcome is displayed
at each leaf, while the branches represent attribute conditions. By employing specific
learning strategies on a set of training examples containing input variables and
corresponding output variables, a decision tree can be generated to classify variables and
establish induction rules. [13; 37].

.................. ATT X Jevrea .......,.....‘.dep'hl

Figure 2. General structure of a decision tree example of the Classification Algorithm [36]
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Decision trees; They can be listed as algorithms such as DecisionStump, HoeffdingTree,
J48, LMT, M5P, RandomForest, RandomTree and REPTree [12, 34, 38]. The selection of
decision tree types summarized below varies according to the user's wishes.

a) DecisionStump: consists of a single-level decision tree for numerical or categorical data
sets. In the tree created with this algorithm, the root nodes are directly connected to the
leaf nodes and the classification process is carried out directly with a single input [4, 12,
19, 39].

b) HoeffdingTree: It is one of the incremental decision tree algorithms. It is a learning
algorithm with a tree-building structure from large data sets, assuming that the data sets
that produce the distribution do not change over time [4, 19, 40].

c) J48: This algorithm, which is an improved version of the C4.5 algorithm, consists of a
binary tree structure instead of multiple tree branches [4]. Developing a decision node
using the expected predictions of the class, J48 also deals with estimating missing or
missing features of data with certain features and changing feature costs, and its accuracy
can be expanded by pruning [41].

d) LMT (Logistic Model Trees): It involves generating trees using the logistic model and
follows a conventional decision tree structure, incorporating logistic regression functions
at the terminal nodes [19, 42]. This model is widely used in the classification model and
can work for attributes with numerical, categorical and missing values [4]. LMT is also a
data mining algorithm that combines decision tree (DT) and logistic regression (LR)
algorithms [43].

e) RandomForest: These models are made up of regression trees and unpruned raw
classification trees that are created by randomly choosing samples from the data sets. The
strength of each tree separately and the relationships among these trees determine the
generalization error in classification in this model. The approach outperforms Adaboost
in terms of results and resilience to noisy values when the characteristics used to break
each bond are randomly selected[5, 44]. Both regression and classification (multi-class)
can be performed with the algorithm, which provides some advantages to users in terms
of calculation and statistics. Data may be trained and predicted rather quickly with just
one or two tuning parameters. It is capable of handling high-dimensional issues directly
and comes with an integrated generalization error estimate[45].
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f) RandomTree: is a tree creation method that takes into account a certain number of
random features at each node and does not prune [4].

g) REPTree: The algorithm used only in sorting numerical values is fast tree learning
using reduced error and is one of the fastest classification algorithms. It uses the
information gain criterion in the formation of regression or decision trees and prunes the
resulting tree based on the reduced error pruning method. If there are missing values,
the partitioning method corresponding to the C4.5 algorithm is used [12, 46].

h) M5P algorithm: It is the Java adaptation of the M5 algorithm developed by John Ross
Quinlan on WEKA [47] and derives linear regression inequalities at the nodes of the
leaves in the decision tree structure known as M5. The inductive tree algorithm is used
to create this tree, and at each stage the independent variables are divided into tree nodes
depending on the dependent variable. If the class value at the nodes differs little or the
number of nodes is low, the splitting process is stopped, then each leaf of the tree is
checked, pruning is performed and regression inequalities are derived from the pruned
nodes [37, 38, 48, 49, 50, 51]. There are two separate numerical data in parentheses next
to the last leaves of the model obtained using the M5P algorithm; the first is the number
of samples representing the leaf, and the second is the mean square error of the
predictions from the linear model of each leaf, expressed as a percentage of the standard
deviation calculated over all data [4, 38, 52]. The second number in this model is obtained
by dividing the mean square error of the linear model in each leaf by the global absolute
deviation [53, 54].

2.2. Evaluation of Data

Evaluation, which serves two purposes, is one of the very important key points of the
data mining process. The first of these is to estimate how well the final model will work
in the future (whether the model will be used or not), and the second is to find the model
that best represents the entire data set [19, 55]. In many cases, estimating the model is not
as simple as it seems. The main problem here arises when the data used to train a data
mining model is used to predict the performance of this model. By storing all training
models in the dataset, this evaluation technique can create an unrealistic and overly
optimistic perfect estimate that is unacceptable to the data mining community [18, 55].
This method should be used if an explanatory model rather than a predictive model is to
be built. Another method that can be used to estimate the model is that if you have a very
large data set, the data set can be divided using another program and a separate test set
can be used to evaluate the performance of the model. In this way, the entire data set can
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be used as training data [18]. When limited data is available, more complex methods are
required to obtain an unbiased estimate of model performance on unseen samples. These
methods; k-fold cross validation, leave-one-out, hold-out and Bootstrap models, which
offer alternatives to the user for evaluation depending on the number of available
samples. Evaluation of the model actually guides the designer in choosing the best
technique [55].

The data classification part consists of learning and classification stages. In learning,
training data is analyzed with classification algorithms, while in classification, test data
is used to estimate the accuracy of classification rules, and if the accuracy is acceptable,
the rules can be applied to new data sets[19, 56]. In order to accurately predict the model
result based on the data set, the data is divided into two parts as "training and test" data
and stored as a file [55, 57]. Initially, a classifier (decision tree, neural network, etc.) is
created with the training set, and then the data in the test set is used to estimate the model
with the help of the classifier. If the test set contains C correctly classified data and N
samples, the prediction accuracy of the classifier for the test set is p = C/N. This equation
can be used to predict performance on any unseen dataset. The prediction model based
on the training and test data of the data set is given in Figure 3. To estimate the model,
the data set can be divided into training and test data in ratios such as 1:1, 2:1 70:30, 60:40
[57], 66:34 [18] according to the user's purpose. Here, it is generally preferred that the
training set consists of as much data as possible in order to obtain a stronger model [18,
57, 58]. A certain amount of the data set (20% - 30%) is kept for testing data, which is
called the storage procedure, and then the remaining amount can be used for training. In
case the number of data is limited, it is a very common method to allocate one-third of
the available data for testing and the remaining two-thirds for training [59]. On the other
hand, this method should not be used in cases of small data set and suspicion that the
training and test data do not reflect the model.

In general, k-fold cross validation gives better results than the methods listed above [18].
However, this method should not be used if you have very large data. Depending on the
size of the dataset, the data can be divided by 5 or 10 and the accuracy of the model can
be tested. In practice, the dataset is usually divided into 10, so that 10% of the data is used
as test data and 90% as training data in the model [18, 57]. The estimation model of the
data set through k-fold cross validation is given in Figure 4 [57].
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Figure 3. Prediction model of the dataset based on training and test data [57]
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Figure 4. Prediction model of the dataset via k-fold cross validation [57]

2.3. Studies on Decision Trees in Engineering

When the literature is examined, many studies have been carried out using the decision
tree algorithm. One of these fields is engineering fields. It is possible to say that the
studies on engineering are quite comprehensive. NavieBayes, decision trees and rule
finding algorithms, which are among the classification techniques, were used to predict
the malfunctions that hinder trips by using data sets of approximately 4 years of tram
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malfunction records in a tram company in our country. By interpreting the rules obtained
as a result of the analysis; It has been stated that the malfunctions that hinder the voyages
are concentrated in August and September, and that air temperature, dew point, sea level
pressure, rainy and stormy weather and some ferry conditions are effective. On the other
hand, it has been stated that cabin condition, humidity rate, wind speed, gender of
drivers, fault zones, fault code, equipment name and line information are not effective
[60]. Models to predict air pollution have been developed with machine learning
algorithms using some meteorological variables in Kastamonu. In prediction models,
Artificial Neural Networks (ANN), Random Forest, K-Nearest Neighborhood, Logistic
Regression, Decision Tree, Linear Regression and Simple Bayes (Naive Bayes) methods
were used. As a result of the study, it was stated that random forest and decision tree
machine learning methods showed the highest performance, while the linear regression
method showed the worst performance [16].

A study was conducted to estimate the compressive strength of cement mortar containing
high volume fly ash used in the construction industry. For this, 450 different cement
mortars were analyzed and the results were modeled. According to the modeling results
using Mb5P-tree and Artificial Neural Network (ANN), it was stated that the most
important parameters affecting the cement mortar are fly ash, water/binder ratio and
curing time. It was also stated that using the M5P-based model, it was concluded that
curing time was the most dominant parameter for predicting the compressive strength of
cement mortar with this data set [61]. Predictive models of asphalt concretes' dynamic
modulus were created using the M5P model tree algorithm. In the study, a data set
containing binding properties, grading properties, volumetric properties and test
conditions was used to develop prediction models. Consequently, it has been reported
that the models created with the M5P algorithm outperform the models created earlier,
and the model's performance is greatly enhanced by the logarithmic transformation of
the dynamic module values [62].

A decision tree algorithm powered by the sailfish optimization approach, one of the
machine learning methods, was used to diagnose heart diseases. It was concluded that
accuracy rates improved by 18% on average and the highest improvement was achieved
with the decision tree machine learning algorithm of 41.93%. In addition, as a result of
the study, it was stated that thanks to the proposed model, an accuracy rate of 0.9836 was
obtained, which is also important in the scientific literature for the diagnosis of heart
diseases [63]. PM (TAPM, PM10, PM2.5 and PM1), which are released during drilling,
loading and transportation activities in a gypsum and two limestone enterprises in Sivas
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province and pose a risk to human health, and simultaneously thermal comfort
parameters (air temperature, dew) point temperature, side wind, head wind/tail wind,
relative humidity, station pressure and wind speed) measurements were carried out.
While the measurements were being made, samples representing the properties of the
material in working conditions were taken, moisture and silt + clay analyzes were
performed in the laboratory and the machine properties were also recorded. PM emission
was taken as the dependent variable, and atmospheric conditions, material and
equipment properties were taken as the independent variables. As a result, oscillation
prediction formulas were derived independently for each PM (TAPM, PM10, PM2.5 and
PM1) dimension with the decision tree algorithm, and it was stated that high corrected
determination coefficients that could reflect the explanatory capacity of the models were
obtained [64].

3. Result

One of the methods used to transform large and complex raw data into useful
information through different analysis methods is data mining. Today, the areas where
data mining is used are constantly evolving. Computer software is needed to develop
and implement data mining. The most important algorithms in the classification
techniques used in the analysis of data in these software include Artificial Neural
Networks, Support Vector Machines K-Nearest Neighbour, Logistic Regression, Genetic
Algorithms and Decision Trees. Among these algorithms, decision tree algorithms are
frequently preferred for their easy interpretation and understandability. One of the most
important open source data mining programs is WEKA. Thanks to this program, large
and complex numerical and alphanumeric data sets can be evaluated with the decision
trees algorithm. In this study, different decision tree algorithms in the WEKA program
are mentioned and information about the basic functions of each decision tree is given.
Thus, it is possible to choose the desired decision tree algorithm according to the user's
needs.
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